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Toulouse, France
daniel.delahaye@enac.fr, arthur.houdant@alumni.enac.fr

Abstract—The aviation industry is vital for global transporta-
tion but faces increasing pressure to reduce its environmental
footprint, particularly CO2 emissions from ground operations
such as taxiing. Single Engine Taxiing (SET) has emerged as a
promising technique to enhance fuel efficiency and sustainability.
However, evaluating SET’s benefits is hindered by the limited
availability of SET-specific data, typically accessible only to
aircraft operators. In this paper, we present a novel deep learning
approach to detect SET operations using ground trajectory data.
Our method involves using proprietary Quick Access Recorder
(QAR) data of A320 flights to label ground movements as SET or
conventional taxiing during taxi-in operations, while using only
trajectory features equivalent to those available in open-source
surveillance systems such as Automatic Dependent Surveillance-
Broadcast (ADS-B) or ground radar. This demonstrates that SET
can be inferred from ground movement patterns, paving the
way for future work with non-proprietary data sources. Our
results highlight the potential of deep learning to improve SET
detection and support more comprehensive environmental impact
assessments.

Keywords—Single Engine Taxi, Aviation Sustainability, Ma-
chine Learning, Neural Network,

I. INTRODUCTION

The aviation industry plays a vital role in global trans-
portation, connecting people and economies across the world.
However, it also accounts for approximately 2.5% of global
CO2 emissions, with this share expected to rise due to increas-
ing demand for air travel [1]. In addition to CO2 emissions,
aviation contributes to non-CO2 effects, such as the formation
of contrails, which can influence climate change [2].

Recognizing these environmental challenges, the avia-
tion sector has committed to ambitious sustainability goals.
Through initiatives like the U.S. NextGen program and
the Single European Sky Air Traffic Management Research
(SESAR) Joint Undertaking, the industry is working to reduce
emissions significantly by 2035 [3]. These efforts focus on
a combination of advanced technologies, improved air traffic
management (ATM) practices, and innovative operational pro-
cedures. For instance, techniques such as continuous descent
operations (CDOs) and continuous climb operations (CCOs)
have been successfully implemented to reduce fuel consump-
tion and emissions during different in-flight phases [4], [5].

In recent years, reducing emissions during ground oper-
ations has become a key focus of aviation’s broader envi-
ronmental strategy. Among the most promising techniques

developed in this area is Single Engine Taxiing (SET), where
aircraft taxi using only one engine instead of both. This
approach has shown considerable potential for reducing fuel
consumption and emissions during taxiing, as evidenced by
studies at major airports such as London Heathrow, Orlando,
and New York-LaGuardia [6], [7]. By decreasing fuel burn
during ground operations, SET not only supports the industry’s
sustainability goals but also offers cost savings for airlines.

Despite its potential, fully evaluating the environmental
benefits of SET is hampered by the lack of accessible data
on its actual usage. SET is not automatically recorded and is
usually implemented at the discretion of flight crews, making
it difficult to systematically track. Although aircraft operators
have access to proprietary Quick Access Recorder (QAR) data,
which logs engine usage and can confirm SET, this data is
typically not available for public use due to privacy and com-
petitive concerns. This limitation creates a significant barrier to
understanding the broader adoption and environmental impact
of SET.

To address this issue, we propose a novel method for
detecting SET operations that bypasses the need for propri-
etary data. Our approach leverages QAR data only to label
historical ground operations as either SET (positive class) or
conventional taxiing (negative class). Crucially, we use only
ground trajectory information –features equivalent to those
found in open data sources such as Automatic Dependent
Surveillance-Broadcast (ADS-B) or radar – as input to our
model. By doing so, we demonstrate that SET operations can
be inferred solely from aircraft ground movements, which
opens the door for applying this method to widely available
surveillance data in future implementations.

In this study, we train a Convolutional Neural Network
(CNN) on the labeled dataset to classify SET operations based
on ground trajectories. While the QAR data is necessary to
label the dataset and develop the model, the input features are
chosen to reflect what can be captured by open surveillance
systems like ADS-B or radar. This approach ensures that once
the model is trained, it can operate without the need for
proprietary data, making it scalable and accessible for broader
use. This paper focuses on demonstrating the effectiveness
of the model with ground trajectory data. Furthermore, we
address the challenges of identifying the precise initiation of



SET operations.
By providing means to detect SET operations using open-

source trajectory data, this research significantly contributes to
the aviation industry’s sustainability efforts. Our method not
only facilitates comprehensive assessments of SET adoption
but also helps airlines and airports enhance their opera-
tional efficiency and environmental practices, furthering their
progress toward ambitious climate goals.

II. STATE OF THE ART

This section presents the state of the art in two key areas.
The first subsection reviews the latest advancements in fuel
estimation techniques, while the second subsection explores
the litterature around taxiing fuel flow estimation and single
engine taxiing.

A. Fuel Estimation

In ATM, the accurate estimation of aircraft fuel consumption
is still a major challenge. To address this challenge, researchers
have developed a variety of modeling approaches, ranging
from sophisticated neural networks and machine learning
techniques to more conventional physical models. The most
relevant work from each of these different approaches is
highlighted in this subsection.

A well-known aircraft performance model that serves as the
basis for Total Energy Modeling based aircraft trajectory sim-
ulation is EUROCONTROL’s Base of Aircraft Data (BADA).
BADA includes detailed fuel, drag, and thrust models for
a wide range of aircraft types [8], [9]. OpenAP, an open
source model created specifically for the research community
to provide greater accessibility, encourages transparency and
broad collaboration [10]. To predict cruise fuel burn and
performance characteristics for turbofan aircraft, [11], [12]
recently proposed a method based on empirical data and
aerodynamic theory.

Recent research has shown that machine learning is more
effective than traditional physical models. For example, to
improve model accuracy, [13] used operational data and
Gaussian Process Regression (GPR). Using Classification And
Regression Trees (CART) and least squares boosting, the same
authors improved the accuracy of the emissions inventory
by predicting fuel flow rates [14]. Similarly, [15] achieved
better results than traditional fuel flow models by combining
machine learning techniques with full-flight sensor data. Using
sophisticated neural networks such as radial basis function
networks, [16] demonstrated even greater accuracy in fuel flow
prediction. By comparing neural network models with specific
aircraft types, [17] demonstrated how useful they could be for
real-time simulation applications. Long-Short Term Memory
(LSTM) neural networks were also used by [18] to accurately
predict performance-based contingency fuel.

Without much experimental testing, [19] achieved high
accuracy with an LSTM model related to exhaust emissions
and combustion efficiency. Similarly, [20] created a model
that outperformed previous techniques in terms of accuracy
in predicting aircraft fuel consumption. A unique method

for predicting fuel consumption during different flight phases
was introduced by [21] through the integration of genetic
algorithm-optimized neural networks. In addition, [22] showed
great promise in strengthening the resilience of neural network
models by introducing a hybrid strategy that incorporates
physics-based losses during training.

In our previous work [23], we benchmarked neural networks
for estimating on-board aircraft parameters such as fuel flow
and flap during approach and landing, which can lead to
better ATM metrics [24]. In addition, we have provided an
open-source generic aircraft fuel flow regressor for ADS-B
data [25], which was trained using quick-access recorder data.
Although this model can estimate fuel flow on the ground,
it is unable to distinguish between single-engine taxiing and
nominal operations.

B. Taxiing and Single Engine

Several studies have explored methods to reduce aircraft
emissions and fuel consumption during ground operations,
with Single Engine Taxiing (SET) emerging as a promising
technique. Research at London Heathrow Airport highlights
the significant reduction in fuel consumption and emissions
when SET is used during taxiing. These benefits could be
enhanced further by shortening the time before initiating SET
[6]. Similarly, another study shows how the implementation of
single-engine taxi-out procedures at Orlando (MCO) and New
York-LaGuardia (LGA) airports leads to notable reductions in
pollutant emissions, by 27% at MCO and 45% at LGA [7].
These findings support the use of SET as a viable strategy to
mitigate airport-related environmental impacts.

When considering overall taxi operations, fuel consumption
and emissions vary significantly depending on the taxiing
scenario. At Dallas/Fort Worth International Airport (DFW),
stop-and-go taxiing causes a substantial 18% increase in fuel
burn, which indicates the need for more optimized taxiing
procedures [26]. Similarly, a data-driven model based on Flight
Data Recorder (FDR) data has been developed to estimate fuel
burn during the taxi-out phase more accurately, accounting for
factors such as taxi time and acceleration events. This model
improves upon existing estimates by considering operational
specifics, offering more precise predictions than the Interna-
tional Civil Aviation Organization (ICAO) standards [27].

Further discrepancies in emissions estimates have been
highlighted in a study comparing ICAO’s generalized param-
eters with actual data from Shanghai Hongqiao International
Airport. This research shows that ICAO’s predictions overes-
timate taxi-out times and emissions, underscoring the impor-
tance of using airport-specific data to enhance the accuracy of
local air quality models [28]. Building on this, a refined model
assessing fuel consumption and emissions during taxiing has
been developed, which includes considerations such as low
visibility and traffic conflicts. This model identifies electric
green taxiing systems (EGTS) as the most effective solution
for reducing emissions and fuel consumption [29].
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C. Contribution of this paper

In this paper, we propose data-based classification and
regerssion eural networks that predict the use and the start
of single engine taxis during taxiing operations. To the best
of the author’s knowledge, this is the first publication on the
identification of single engine taxiing using ADS-B/radar-like
parameters.

III. METHODOLOGY

A. Data collection and preparation

1) Flight Data and preprocessing: The dataset consists of
16,452 A320 Quick Access Recorder (QAR) full flights with a
sampling rate of one point per second from one airline. Flights
land at several airports, the main one being Paris-Orly (31%).
The trajectories are truncated to the taxi-in phase to the gate
(i.e. after landing when the aircraft leaves the runway). This
feature is already computed in the QAR data, however, when
using open-data, one can use the on_taxiway function from
the traffic library [30].

Since the target should be able to use such a model with
either ADS-B or ground radar data, the model is trained only
on features that would be available with such data. In addition,
for each trajectory we compute both the 5s and 10s derivatives
of ground speed and track angle. The different features are
summarized in Table I. Finally, the trajectories are zero padded
to match a consistent shape of (2048, 7).

To get a label (1 : SET, 0 no SET) we used the fuel flow
information of the different engines. If we observe a fuel flow
below 5 kg/h on one engine and above on the other, then that
point is considered SET. In addition, we make sure that we
observe at least 1 minute in this SET configuration to give the
label 1.

The dataset is partitioned into training, validation, and test
sets using an (80, 10, 10) repartition that ensures a similar
positive and negative class distribution in all sets. The training
set consists of 12445 negative samples and 714 positive
samples.

TABLE I: Data features and units used to train the model

Feature Unit

Altitude ft
Ground speed kt
Track angle °
5s Ground Speed derivative kt/s
10s Ground Speed derivative kt/s
5s track angle derivative °/s
10s track angle derivative °/s

B. Loss and training process

We trained all models on GPUs (RTX A6000 Ada Gen)
using Tensorflow with a validation loss checkpoint on the
validation set and evaluated the performance of the models
on the test set. To ensure reproducibility, we set the same
seed in all experiments (ramdom and np.random seed: 42, tf
deterministic ops: 1 and python hash seed: 0).

A Binary Cross Entropy (BCE) loss is used to train the
model. In addition, we select the best threshold for classifi-
cation using F1 score on the validation set. Finally, the best
model is selected using F1 score, precision and recall on the
validation set. The performance of the model is also evaluated
on the test set as final performance.

C. Model Architecture

The model we propose for this trajectory classification
task is composed of both 1D convolution layer with 1D
MaxPooling layers, and Dense blocks. The blocks consist of
the respective layer with Relu activation, followed by a batch
normalization and a dropout layer.

The proposed architecture (so called Nm-Dp) shown in
Figure 1 starts with a batch normalization, then is composed of
N 1D-Convolution blocks with m filters each. Then a flattening
layer is used in front of D Dense blocks with p neurons.
Finally, the classification layer with one neuron and a sigmoid
function gives the output.

IV. RESULTS

A. Hyper parameter search

In order to find a good configuration of the model we first
launch a fast search to find a starting configuration. Secondly,
we continue the analysis by changing one parameter at the
time. This different analysis and test are summarized in the
following tables of this subsection.

The best learning rate based on validation performance
displayed in Table II is 1.0e-04. It achieves the highest F1
score (0.765) and recall (0.812) on the validation set, while
maintaining strong precision (0.722). This balance makes it
the optimal choice for model performance.

TABLE II: Performance metrics for different learning rates on vali-
dation and test sets.

Learning Rate F1 Precision Recall
Val Test Val Test Val Test

1.0e-03 0.717 0.67 0.733 0.689 0.702 0.653
5.0e-04 0.709 0.588 0.678 0.611 0.744 0.567
1.0e-04 0.765 0.719 0.722 0.667 0.812 0.779
5.0e-05 0.738 0.623 0.689 0.533 0.795 0.75
1.0e-05 0.507 0.407 0.6 0.544 0.439 0.325
5.0e-06 0.293 0.278 0.367 0.344 0.244 0.233

In this analysis, we fixed the total number of gradient de-
scent runs during training and changed the number of batches
per epoch, thus changing the number of epochs. Therefore,
here we analyze a combination of epoch number and batch
size per epoch. The results summarized in Table III show that
the batch size of 32 offers the best balance. Although larger
batch sizes, such as 64 and 128, perform better in precision,
their recall values are lower, making batch size 32 the preferred
choice due to its superior recall performance, which aligns
with our priority.

The optimal dropout rate based on validation performance
in Table IV is 0.25. It also maintains strong performance on
the test set, making it the best choice for regularization while
preserving model accuracy and generalization.
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Figure 1: Nm-Dp Conv1D Neural network architecture diagram is displayed at the bottom. On top Conv1D and Dense blocks are displayed.

TABLE III: Performance metrics for different batch size value on
validation and test sets.

Batch Epochs F1 Precision Recall
Val Test Val Test Val Test

16 50 0.687 0.582 0.633 0.511 0.75 0.676
32 100 0.765 0.719 0.722 0.667 0.812 0.779
64 200 0.75 0.653 0.8 0.7 0.706 0.612

128 400 0.767 0.645 0.822 0.656 0.718 0.634

TABLE IV: Performance metrics for different dropout rate on vali-
dation and test sets.

Dropout F1 Precision Recall
Val Test Val Test Val Test

None 0.494 0.423 0.678 0.656 0.389 0.312
0.1 0.71 0.629 0.722 0.622 0.699 0.636
0.2 0.737 0.63 0.7 0.578 0.778 0.693

0.25 0.765 0.719 0.722 0.667 0.812 0.779
0.3 0.754 0.643 0.8 0.7 0.713 0.594

0.35 0.727 0.653 0.667 0.544 0.8 0.817
0.4 0.723 0.655 0.711 0.622 0.736 0.691
0.5 0.713 0.628 0.678 0.6 0.753 0.659

The validation metrics in Table V highlight that a depth
of 6 (N and D value of 6) yields the strongest recall and F1
score. While a depth of 4 offers the highest precision at 0.800,
its lower recall value of 0.621 makes it less suitable for our
focus. Additionally, increasing the depth to 7 results in a slight
decline in recall (0.739).

TABLE V: Performance metrics for different N and D depth value
on validation and test sets.

N & D value F1 Precision Recall
Val Test Val Test Val Test

3 0.616 0.506 0.589 0.467 0.646 0.553
4 0.699 0.577 0.8 0.711 0.621 0.485
5 0.718 0.648 0.722 0.633 0.714 0.663
6 0.765 0.719 0.722 0.667 0.812 0.779
7 0.747 0.694 0.756 0.667 0.739 0.723

Result in Table VI illustrates that using 256 filters and
neurons (m and p value of 256) is the best value. While other
configurations, such as 128 filters and neurons, offer a decent
balance with an F1 score of 0.736 and recall of 0.762, they

don’t outperform the 256 setting. Increasing the values to 384
or 512 leads to a decline in recall.

TABLE VI: Performance metrics for different m filters and p neurons
value on validation and test sets.

m & p value F1 Precision Recall
Val Test Val Test Val Test

32 0.687 0.551 0.633 0.478 0.75 0.652
64 0.708 0.613 0.633 0.556 0.803 0.685
128 0.736 0.682 0.711 0.667 0.762 0.698
256 0.765 0.719 0.722 0.667 0.812 0.779
384 0.697 0.58 0.678 0.544 0.718 0.62
512 0.749 0.652 0.744 0.667 0.753 0.638

A kernel size of 10 provides the best balance according to
the validation results in Table VII, which is in line with our
goal of optimizing recall. Slightly lower F1 scores (0.762) and
recall (0.758) are shown for a kernel size of 5, but the overall
performance improves when the kernel size is increased to 10.

TABLE VII: Performance metrics for different kernel size on valida-
tion and test sets.

Kernel Size F1 Precision Recall
Val Test Val Test Val Test

5 0.762 0.671 0.767 0.622 0.758 0.727
7 0.739 0.651 0.833 0.767 0.664 0.566
9 0.695 0.678 0.633 0.656 0.77 0.702

10 0.765 0.719 0.722 0.667 0.812 0.779
11 0.726 0.674 0.722 0.678 0.73 0.67
13 0.74 0.626 0.711 0.567 0.771 0.699

The best performance based on validation metrics is
achieved with no class weight adjustment as shown in Table
VIII. It has the highest F1 score (0.765), precision (0.722),
and recall (0.812) on the validation set, as well as strong
test performance. This suggests that no additional weighting
for class 1 provides the most balanced and effective model
performance.

B. Best model analysis

In this section, we analyze the best model obtained. First,
in Figure 2 we have shown the selection of the classification
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TABLE VIII: Performance metrics for different class 1 weight values
on validation and test sets.

Class 1 weight F1 Precision Recall
Val Test Val Test Val Test

No 0.765 0.719 0.722 0.667 0.812 0.779
2.0 0.68 0.603 0.744 0.633 0.626 0.576
3.0 0.69 0.592 0.667 0.589 0.714 0.596
4.0 0.731 0.659 0.756 0.667 0.708 0.652
5.0 0.739 0.682 0.722 0.656 0.756 0.711
6.0 0.684 0.636 0.722 0.689 0.65 0.59
7.0 0.737 0.617 0.811 0.733 0.676 0.532
8.0 0.741 0.595 0.7 0.522 0.788 0.691
9.0 0.718 0.656 0.722 0.678 0.714 0.635

10.0 0.697 0.569 0.756 0.622 0.648 0.523

threshold based on the F1 score. We observe a flat area around
0.3 to 0.5, which corresponds to the optimal threshold to
maximize the F1 score (good compromise between precision
and recall). The final threshold chosen is 0.42.

Figure 2: The best classification threshold is computed with F1 score
curve on validation set.

Additionally, we show the confusion matrix on the test set
in Figure 3. First, we can see that the model predicts very
few false positives, which is good behavior. In addition, it
manages to predict 60 out of the 90 SETS, therefore, there
are 30 false negatives. This is not perfect, but quite good
for this difficult task based only on the available ADS-B like
parameters. Finally, we expect the model to be conservative,
predicting slightly fewer SETS than the ground truth. We
will see in the next section how this behaves in terms of
environmental impact.

C. Generalization to other aircraft type

We believe single engine taxiing is less depending on
aircraft and engine parameters than fuel flow models in the air
and physically link to the value of instaneous thrust addition
to accelerate the aircraft. In might not be working for very
different aircraft with more engine and with higher mass
(ex: A380), however we wanted to validate this hypohesis by
applying our best model to another dataset composed of 1910
flight with 42 SETs.

The model has an F1 score of 0.676 with a precision of
0.595 and a recall of 0.781. We observe a slight decrease in

Figure 3: Confusion matrix of the best model on test set.

Figure 4: Confusion matrix of the best model on the generalization
set composed of 1910 A319 trajectories.

the performance of the model, as it is still able to categorize
SET in a similar proportion as shown in Figure 4, with 2/3 of
the SET being correctly labeled. We also observe a very low
number of false positives.

D. Localization of the SET start

In the context of evaluating the fuel flow on ground, a
critical part of the SET identification is the proper localization
of the engine shutdown. It can be done using predefined cool
down period (such as 180sec) after landing, which is supposed
to be the nominal operational minimum. We can use a mean
value exatracted from train set in our case it would be 255
seconds.

Antoher option consists in building a localization model
(regression on the starting index) to properly compute the
effective fuel consumption. Such model is tested with the same
architecture displayed in Figure 1, except for the last layer
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which is a capped relu activation with maximum of 2047 (size
of the padded trajectory minus one since index start at 0). The
loss function is a mean square error, and we only build this
model using positive samples (real SETs).

A second hyperparameter search is performed, starting
with the best features found for the classification task. The
parameters changed are the batch size (16), the number of
epochs (3000), the dropout (0.6), and the learning rate (5.0e-
05).

The three methods (180s, mean, and regression model)
are compared based on the validation and test set on Mean
Absolute Error (MAE) and Mean Error (ME) in Table IX.
Overall, the task of detecting the start of the set appears to be
a very difficult task (best model MAE of 65.65 on test set).
We observe that setting a nominal cooldown of 180 sec is the
worst case in terms of bias where the regressor is average and
the mean estimator the best one (by design). Regarding the
MAE, the regressor is the best one on test set with an error of
65.65. Overall when looking at the distribution in Figure 5, it
confirms the regressor is the best estimator, but that the task
is quite challenging.

TABLE IX: Performance of SET starting index estimation for differ-
ent methods on validation and test sets.

Method MAE Index ME Index
Val Test Val Test

Nominal 180s 96.3 84.9 75.05 61.74
Train mean 101.74 96.88 0.31 -13.31
Regression 100.03 65.65 32.49 19.18

Figure 5: Distribution of SET beginning index and predictions.

E. Example of fuel consumption calculation

In this section, we illustrate how this model can be inte-
grated into an environmental impact assessment framework
using ground radar data. The process is as follows: first, we
apply the Acropole fuel estimation model [25] to the test
set cut to the ground taxi-in phase (after aircraft leaves the
runway). Second, we apply our single engine taxi detection
model. If a trajectory is detected as SET, we consider one of

the SET start estimator from previous section and then count
only one engine during the remainder of the taxi. In Figure
6 we show an example result of combining the two models
with the nominal 180s cooldown. We see that this particular
true positive example shows better estimate consumption by
accurately considering a period of SET.

Figure 6: Example of fuel flow estimation and ground truth with and
without SET prediction model.

Model MAPE MAE ME
(%) (kg) (kg)

No SET 5.61 (8.26) 3.89, (9.26) -0.04 (10.04)
SET (Nominal 180s) 5.00 (6.26) 3.56 (8.67) 2.26 (9.1)

SET (Train mean) 4.82 (5.89) 3.37 (8.02) 1.93 (8.49)
SET (Regression) 4.85 (5.98) 3.39 (8.05) 2.08 (8.48)

TABLE X: Comparison of the estimation of taxiing consumption with
or without the set detection for different start estimators.

As shown in Table X, adding the SET detection model to
ACROPOLE fuel flow estimation shows superior performance
compared to ACROPOLE alone on all key metrics with the
three start estimation. With lower MAPE (4.82% vs. 5.61%)
and MAE (3.37 kg vs. 3.89 kg) for the mean estimator.
Indeed introducing SET detection provides more accurate fuel
consumption estimates. However, it also increases the Mean
Error of around 2kg. This effect is due to false positives.
These particular flights induce an underestimation of the fuel
consumed since there are badly considered as SET.

To mitigate this problem, the classification threshold was
optimized to obtain a good compromise between bias and
MAE. A value of 0.9 is obtained (with 2 remaining false
positive and 30 SETs detected over 90), which confirms the
idea of only predicting SET when the model is sure of it. The
results with this threshold are shown in Table XI. We observe
a reduction of the bias while maintaining a good MAE.

V. DISCUSSION

The application of the proposed Single Engine Taxi (SET)
detection model represents a promising opportunity to improve
airport ground operations monitoring by integrating it with
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Model MAPE MAE ME
(%) (kg) (kg)

No SET 5.61 (8.26) 3.89, (9.26) -0.04 (10.04)
SET (0.9, Nominal 180s) 5.04 (6.59) 3.43 (7.92) 1.10 (8.56)

SET (0.9, Train mean) 5.00 (6.57) 3.37 (7.70) 0.96 (8.35)
SET (0.9, Regression) 4.99 (6.55) 3.37 (7.73) 1.03 (8.37)

TABLE XI: Comparison of the estimation of taxiing consumption
with or without the set detection optimised to minimize false positives
for different start estimators.

real-time data sources. The most reliable data source for
implementing this model is ground radar, which provides a
high frame rate of one second, ensuring consistent and accurate
trajectory tracking. Ground radar’s precise coverage allows for
real-time monitoring of aircraft taxiing operations, making it
an ideal platform for implementing the SET detection model.
However, ground radar systems are not universally available at
all airports, particularly at smaller or regional facilities, which
limits its widespread applicability in such contexts.

A second application of the model could be the use of
Automatic Dependent Surveillance-Broadcast (ADS-B) data.
While ADS-B is widely used and more readily available
at various airports, there are notable limitations in both its
coverage and its refresh rate, which typically ranges from 2
to 10 seconds, depending on the aircraft’s transponder and
the ground station receiving the signals. This lower refresh
rate can affect the model’s performance in real-time SET
detection because the granularity of the data is not as fine as
ground radar. In addition, ADS-B coverage may be incomplete
in certain areas, particularly at low altitudes or near airport
terminals, which could result in gaps in the data needed
for accurate model predictions. Further validation using radar
or ADS-B data could be performed if QAR data were not
anonymized.

The three suggested estimators for detecting the engine
shutdown time in the SET model each have distinct strengths
and limitations. The fixed 180-second cool-down period is a
straightforward approach, but it lacks flexibility, often leading
to inaccurate SET starting estimates due to its inability to
adjust to real-world conditions. The mean estimator, based
on average data from the training set, improves upon this by
providing a more balanced approach. However, it still falls
short in adapting to specific flight scenarios. The regression
model stands out as the most accurate and adaptable method,
dynamically adjusting based on real-time data. This results in
the lowest mean absolute error (MAE) among the three, but
it requires more complex computation and training.

Additionally, the risk of false positives in SET detection can
lead to underestimation of fuel consumption, which remains a
critical issue, Therefore we recommand to use a high classi-
fication threshold. Finally, the regression model’s reliance on
high-quality data highlights the need for robust and large data
collection systems.

A limitation of the current model is that the data comes from
one airline, and to some extent the model may have learned
airline specific procedures. An extended dataset with different

airlines would be a good way to improve the robustness
of the current approach. Finally, We recommend using this
SET detection model only for aircraft families with similar
engine characteristics, such as the A320 family. The model
has been trained on this type, ensuring accuracy in detecting
SET. Applying it to aircraft with significantly different con-
figurations, such as wide-body or multi-engine planes, may
reduce performance, so its use should be limited to comparable
aircraft until further validation.

VI. CONCLUSIONS

In conclusion, this paper presents a novel approach for
detecting Single Engine Taxi (SET) operations using deep
learning models trained on QAR data. Our approach success-
fully addresses the challenge of identifying SETs during the
taxi-in phase, an operational practice that has the potential to
significantly reduce fuel consumption and emissions. Using a
convolutional neural network (CNN) architecture, our model
achieves an F1 score of 0.765 on the validation set with a
recall of 0.812, highlighting its effectiveness in predicting SET
with a strong balance between precision and recall. These
performance metrics suggest that the model can be reliably
used to support sustainability efforts in aviation.

Accurate localization of engine shutdown is critical for SET
detection and fuel estimation. Three methods were tested: a
fixed 180-second shutdown (MAE: 84.9), a mean estimator
from training data (MAE: 96.88), and a regression model
(MAE: 65.65). The regression model performed best, although
challenges such as false positives remain. To improve accuracy
and reduce false positives, a higher classification threshold
(0.9) is recommended.

In addition, when such a model is combined with existing
fuel consumption estimation tools such as the ACROPOLE
model [25], the overall prediction accuracy is improved.
Specifically, our results show that incorporating SET detection
reduces the Mean Absolute Percentage Error (MAPE) from
5.61% to about 5%. This improvement confirms that SET
detection can lead to more accurate taxiing fuel consumption
estimates, thereby contributing to greener airport ground op-
erations.

However, there are still opportunities for further research
to refine the model. One avenue for future work could be to
improve the classification of SET events and the regression
of the beginning of the set. Other factors, such as airport or
taxiways, could be added as inputs to the model to improve
its accuracy. Other models such as Transformer models could
be explored. In addition, improving the model’s ability to
generalize across different aircraft types, particularly those
with significantly different configurations or engine counts,
such as wide-body aircraft, remains an important goal. This
would ensure that the SET detection framework is applicable
to a wider range of real-world scenarios. Finally, the models
and the implementation for using them are released as an open
source library [31].
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prediction of the combustion performance and emissions of a turboprop
engine using the long short-term memory method,” Fuel, vol. 302,
p. 121202, 2021.

[20] S. Metlek, “A new proposal for the prediction of an aircraft engine
fuel consumption: a novel CNN-BiLSTM deep neural network model,”
Aircraft Engineering and Aerospace Technology, vol. 95, no. 5, pp. 838–
848, 2023.

[21] T. Baklacioglu, “Modeling the fuel flow-rate of transport aircraft dur-
ing flight phases using genetic algorithm-optimized neural networks,”
Aerospace Science and Technology, vol. 49, pp. 52–62, 2016.

[22] M. Uzun, M. U. Demirezen, and G. Inalhan, “Physics guided deep
learning for data-driven aircraft fuel consumption modeling,” Aerospace,
vol. 8, no. 2, p. 44, 2021.

[23] G. Jarry, D. Delahaye, and E. Feron, “Approach and landing aircraft
on-board parameters estimation with lstm networks,” in 2020 Interna-
tional Conference on Artificial Intelligence and Data Analytics for Air
Transportation (AIDA-AT), pp. 1–6, IEEE, 2020.

[24] G. Jarry and D. Delahaye, “Toward novel environmental impact assess-
ment for ansps using machine learning,” in Climate change and the role
of air traffic control Research Workshop, Vilnius, 2021.

[25] G. Jarry, D. Delahaye, and C. Hurter, “Towards aircraft generic quick
access recorder fuel flow regression models for ads-b data,” in Interna-
tional Conference on Research in Air Transportation, 2024.

[26] T. Nikoleris, G. Gupta, and M. Kistler, “Detailed estimation of fuel
consumption and emissions during aircraft taxi operations at dallas/fort
worth international airport,” Transportation Research Part D: Transport
and Environment, vol. 16, no. 4, pp. 302–308, 2011.

[27] H. Khadilkar and H. Balakrishnan, “Estimation of aircraft taxi fuel burn
using flight data recorder archives,” Transportation Research Part D:
Transport and Environment, vol. 17, no. 7, pp. 532–537, 2012.

[28] H. Xu, K. Xiao, J. Cheng, Y. Yu, Q. Liu, J. Pan, J. Chen, F. Chen,
and Q. Fu, “Characterizing aircraft engine fuel and emission parameters
of taxi phase for shanghai hongqiao international airport with aircraft
operational data,” Science of The Total Environment, vol. 720, p. 137431,
2020.

[29] M. Zhang, Q. Huang, S. Liu, and H. Li, “Assessment method of fuel
consumption and emissions of aircraft during taxiing on airport surface
under given meteorological conditions,” Sustainability, vol. 11, no. 21,
p. 6110, 2019.

[30] X. Olive, “traffic, a toolbox for processing and analysing air traffic data,”
Journal of Open Source Software, vol. 4, p. 1518, 2019.

[31] G. Jarry, P. Very, R. Dalmau, and J. Sun, “Deepenv: Python li-
brary for aircraft environmental impact assessment using deep learn-
ing,” 2024. https://doi.org/10.5281/zenodo.13754838, https://github.
com/eurocontrol-asu/DeepEnv.

8

https://doi.org/10.5281/zenodo.13754838
https://github.com/eurocontrol-asu/DeepEnv
https://github.com/eurocontrol-asu/DeepEnv

	Introduction
	State of the Art
	Fuel Estimation
	Taxiing and Single Engine
	Contribution of this paper

	Methodology
	Data collection and preparation
	Flight Data and preprocessing

	Loss and training process
	Model Architecture

	Results
	Hyper parameter search
	Best model analysis
	Generalization to other aircraft type
	Localization of the SET start
	Example of fuel consumption calculation

	Discussion
	Conclusions
	References



