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Abstract

In modern GNSS receivers, the Automatic Gain Control (AGC) monitors the received signal level to optimize quantization and
mitigate interference. This paper characterizes the jamming and spoofing impact on AGC and received signal. It first expresses
the AGC gain as a function of the received signal level. Under nominal conditions, the AGC leverages the ergodic properties of
the received signal to estimate its level over time. Two physical quantities, namely time-based power and signal distribution, are
typically considered. However, in the presence of interference, these ergodic properties are no longer guaranteed, posing challenges
in modeling the behavior of these quantities. This paper proposes a probabilistic framework for interpreting temporal estimation
and computing time-based power and distribution in order to characterize AGC gain under jamming and spoofing. First, this study
models the spoofing impact for both unique and multiple emitted spoofing signals as a function of the re-radiated noise power
and the spoofing signals’ characteristics (e.g., number of emitted signals, amplitudes, modulation). Furthermore, it reveals the
non-uniformity of jamming chirp phase, which introduces distortions in power and signal distribution, consequently affecting AGC
gain, and demonstrates the convergence of the jamming signal toward a continuous wave signal at high frequencies.
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1. Introduction

Global Navigation Satellite Systems (GNSS) have become
indispensable for precise positioning and temporal synchro-
nization. GNSS technology is utilized in terrestrial, aerial, and
maritime navigation, as well as for timing in critical infras-
tructure and automated processes. However, this widespread
dependence on GNSS introduces vulnerabilities that, if mali-
ciously exploited, can lead to significant consequences. Among
these threats, Radio Frequency Interference (RFI), including
jamming and spoofing, are particularly insidious [1].

On one hand, GNSS jamming involves the deliberate or in-
advertent transmission of radio-frequency signals within the
GNSS band, capable of overpowering legitimate GNSS signals
and degrading reception and accuracy. Extensive research has
been conducted to address this issue and contribute to the un-
derstanding of jamming signals [2, 3]. This research has led to
the following classification [3, 4, 5]:

1. Continuous Wave (CW): the jammer broadcasts a CW sig-
nal with a constant frequency.

2. Single chirp: the jammer transmits a frequency-modulated
signal with a saw-tooth time-frequency (TF) evolution.

3. Multi-saw-tooth chirp signals: the device emits a
frequency-modulated signal with a more complex TF evo-
lution determined by the combination of several saw-tooth
functions.
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4. Pulsed signal: the jammer transmits a pulsed signal.
5. Narrow-band (NB): the device broadcasts narrow-band

Gaussian noise.

On the other hand, a GNSS spoofer is a device capable of
generating or re-radiating counterfeit GNSS signals, being able
to deceive a receiver and to induce erroneous Position, Veloc-
ity, and Time (PVT) solutions. Spoofing signals are typically
categorized based on their level of sophistication [6]. However,
for the analysis of the impact of spoofers on the pre-correlation
stage, a simpler classification can be used based on the number
of transmitted signals:

1. Single PRN spoofer: a unique GNSS signal is transmitted.
2. Multiple PRN spoofer: at least two signals are broadcast

simultaneously.

The Automatic Gain Control (AGC) is an essential compo-
nent of modern GNSS receiver RF Front-Ends (RFFE), which
monitors the amplitude of the received signal to maintain it at
a fixed level at the input of the Analog-to-Digital Converter
(ADC) and minimize quantization losses. The AGC typically
comprises a feedback amplifier with a closed-loop architecture,
as illustrated in Fig. 1, which includes a Variable Gain Ampli-
fier (VGA), a detector, and a low-pass filter [7, p. 15]. The
received signal is first amplified by the VGA. Subsequently,
the detector measures the output signal level, which is com-
pared with a reference level and filtered by the low-pass filter.
The output of the filter is then utilized to adjust the gain of the
VGA. To stabilize the signal envelope, the AGC is commonly
implemented at Intermediate Frequency (IF). Various detector
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methods are employed to measure the signal level, operating in
both analog and digital domains [8, p.383].

The effectiveness of AGC in the presence of interference is a
significant focus in the literature. Initially, the impact of RFI on
AGC was primarily examined for CW interference [9, 10, 11].
The distribution of received CW was analyzed in [9], and its im-
pact on signal distribution in an Additive White Gaussian Noise
(AWGN) channel was studied in [10] to characterize AGC gain,
ADC quantization losses, and induced Bit Error Rate (BER)
degradation. Moreover, [11] investigated the behavior of distri-
bution and power-based AGC in the presence of CW jamming
interference, proposing an estimator for jamming signal power.

Furthermore, the impact of pulsed interference on receiver
performance has been extensively studied, particularly in the
context of the GPS L5 band in the presence of DME/TACAN
interference [12, 13, 14, 15, 16]. ADC quantization losses and
Signal-to-Noise Ratio (SNR) degradation in the presence of L5
pulsed interference were analyzed in [13]. Similarly, [14] ex-
amined the influence of the AGC on receiver BER and post-
correlation Carrier-to-Noise density ratio (C/N0) in the pres-
ence of pulsed interference. Additionally, both [15] and [16]
investigated the impact of pulse blanking on receiver perfor-
mance.

The distortion of the AGC directly impacts the quantification
and subsequent signal processing stages [17, 18]. The impact of
CW on the synchronization process is analyzed in [19]. Addi-
tionally, [20] studies the tracking performance under jamming
or multipath, while [21] examines the impact of a spoofer on
C/N0 estimators.

Finally, AGC utilization has been widely applied in the con-
text of jamming [22, 4, 11] and spoofing [23, 5, 24, 25] detec-
tion. These studies have investigated the impact of jamming
and spoofing on AGC through data collection and experimental
tests. For instance, [26] analyzed the AGC levels recorded at
two different airports to monitor RFI attacks. Similarly, [25]
examined the spoofing impact on AGC using aircraft receiver
recordings of GNSS data. [27] proposes a method for mitigat-
ing chirp interference. Moreover, in studies such as [4, 28], an
experimental benchmark was developed to assess the impact of
jamming signals on GNSS receivers. This evaluation analyzed
the effects on the RF front-end, acquisition, tracking loops, and
position computation stages for both CW and chirp signals. Ad-
ditionally, [5, 24] proposed a classification of combined AGC
gain and C/N0 behavior based on measurements for jamming
and spoofing detection and characterization.
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Figure 1: Typical architecture of an AGC (symbol ’...’ represents no block or a
block that does not change the signal level).

To summarize, understanding the impact of jamming and
spoofing on AGC is crucial for enhancing the resilience of
GNSS receivers. Developing a model of AGC in the presence
of RFI would enable the computation of induced quantification
losses, dependent on the interference and its parameters, and
pinpoint the most threatened AGC architectures. Furthermore,
better predictions of VGA gain behaviors would facilitate the
development of more sophisticated detection methods. While
the impacts of CW and pulsed interference have been exten-
sively studied in the literature, to the best of the authors’ knowl-
edge, existing models have not addressed the characterization
of the impact of spoofing and chirp jamming on the AGC. In-
deed, in the presence of jamming and spoofing, the received
signal no longer exhibits ergodic properties, posing challenges
in modeling the signal level estimated over time. Signal pro-
cessing under non-ergodic conditions is discussed, for example,
in [29, 30, 31].

This paper investigates the impact of jamming and spoofing
on AGC and the received IF signal, and proposes a probabilis-
tic framework for interpreting time-based estimation with non-
ergodic signals, such as jamming and spoofing RFI. In that pur-
pose, Sec. 2 introduces the received signal model at the AGC
input, while Sec. 3 analyses the dynamic behavior of the AGC
to model its gain in the steady state in the presence of RFI.
To perform time-based estimation over ergodic and non-ergodic
signals, Sec. 4 introduces mathematical definitions along with
properties pertaining to time-based distribution and power, al-
lowing the characterization of spoofing and jamming impacts
on the AGC in Secs. 5 and 6 respectively.

2. Received signal

This section introduces the model of the received IF signal
at the VGA input (see Fig. 1). The analog IF signal rin can be
expressed over one estimation interval It (typically It = [τ, τ +
T ]) as

rin(t) = ℜ
{
x(t) exp ( j2π fIFt + jθIF)

}
, t ∈ It (1)

where ℜ{·} is the real part operator, fIF is the receiver IF, θIF
the phase offset induced by down-conversion and filtering, and
x represents the signal’s complex representation after filtering.
The baseband signal x is defined as

x(t) = xa(t) + xs(t) + νa(t) + νs(t) + xj(t) (2)

with xa the nominal (authentic) GNSS signal, xs the spoofing
GNSS signal, νa the nominal AWGN, νs the additional AWGN
re-radiated by the spoofer, and xj the jamming signal (poten-
tially containing AWGN). In the remainder of the paper, the
nominal GNSS signal xa is assumed to be negligible in compar-
ison to AWGN νa. Thus, the received signal at the VGA input
can be expressed as

rin(t) = rs(t) + na(t) + ns(t) + rj(t) (3)

where rs(t) = ℜ
{
xs(t) exp ( j2π fIFt + jθIF)

}
represents the

spoofing GNSS signal, na(t) = ℜ
{
νa(t) exp ( j2π fIFt + jθIF)

}
2



0.6 0.8 1.0
Time (s) 1e 5

1.0

0.5

0.0

0.5

1.0

C
od

e 
si

gn
al

 c
(t)

 

0.6 0.8 1.0
Time (s) 1e 5

1.0

0.5

0.0

0.5

1.0

(a) BPSK (b) BOC

Figure 2: PRN codes modulation.

the nominal AWGN, ns(t) = ℜ
{
νs(t) exp ( j2π fIFt + jθIF)

}
the

additional AWGN re-radiated by the spoofer, and rj(t) =
ℜ

{
xj(t) exp ( j2π fIFt + jθIF)

}
the jamming signal. These differ-

ent terms are elaborated upon in the subsequent subsections.

2.1. AWGN signals

At the VGA input, the nominal AWGN na is defined as a
centered normal random variable na ∼ N(0, Pn,a), and the re-
radiated AWGN as ns ∼ N(0, Pn,s), with Pn,a and Pn,s respec-
tively representing the nominal and re-radiated noise powers.
Both AWGN processes have ergodic properties and are as-
sumed to be independent. Additionally, let Pn denote the total
AWGN power, defined as

Pn = Pn,a + Pn,s. (4)

2.2. Spoofing signal

While the power of the nominal GNSS signal is significantly
lower than the noise level, the spoofing signal may be broadcast
at a power level that affects the AGC gain. Such a scenario may
arise when a non-sophisticated simulator broadcasts at exces-
sively high power or when the receiver is in close proximity to
a spoofer targeting another device farther away [32, 18].

Single PRN spoofer:

In the case of a single PRN spoofer, a unique GNSS signal
rs : It → Is is emitted, where Is = rs(It), defined as [8, chap.14]

rs(t) = as d(t − τs) c(t − τs) cos (2π f t + θs) (5)

with d representing the spoofing BPSK navigation signal, c the
modulated Pseudo-Random Noise (PRN) signal, as the spoof-
ing signal amplitude, τs the spoofing code delay, θs the initial
phase offset such that θs ∼ U([0, 2π]), and f the spoofing sig-
nal frequency given by f = fs + fIF, which includes the IF
plus additional Doppler shift fs. While the code, phase, and
frequency τs, θs, and fs may vary with time, it is reasonable to
approximate these values as constant within the estimation time
interval It involved in AGC processing. In this paper, two mod-
ulations, namely BPSK and CBOC [33], are considered for the
PRN code c, as shown in Fig. 2.

Multiple PRN spoofer:
In the case of a multiple PRN spoofer, M spoofing signals

are emitted, such that [8, chap.14]

rs (t) =
M∑

m=1

as,m dm(t − τs,m)cm(t − τs,m) cos (2π fmt + θm) (6)

with m indexing the m-th satellite for parameters defined in (5).
The phases (θm)m∈J1;MK are assumed to be mutually independent
and uniformly distributed over [0, 2π].

2.3. Jamming signal
The jamming chirp signal can be expressed by its complex

representation as [3]

xj(t) = aj exp

 jθ0 + j2π

t−τp∫
0

fi(u) du

 (7)

where aj is the jamming signal amplitude, τp the jammer to re-
ceiver propagation delay, θ0 the jamming phase offset and fi the
instantaneous frequency with periodic patterns. In this paper,
we consider a linear frequency as [3]

fi(u) = ∆ fc −
Bj

2
+

Bj

Tsw

(
u −

⌊
u

Tsw

⌋
Tsw

)
(8)

where ⌊·⌋ denotes the floor operator, Bj the chirp bandwidth,
Tsw the chirp period, and ∆ fc the jammer frequency offset com-
pared to the GNSS carrier frequency fIF. All these terms are
represented in Fig. 3. This particular formulation leads

xj(t) = aj exp
{

jθ0 + j2π
(
∆ fc −

Bj

2

) (
t − τp − nTsw

)
+ j2π∆ fcnTsw + jπ

Bj

Tsw
(t − τp − nTsw)2

}
(9)

T
im

e 
(i

n
 s

)

Frequency (in Hz)

𝐵𝑗

𝑇𝑠𝑤

Δ𝑓𝑐

Figure 3: Spectral evolution of chirp jamming signal (Tsw = 10 µs, B = 2 MHz,
∆ fc = 353 kHz)
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where n represents the index of the sweep period, such that

n =
⌊
t − τp

Tsw

⌋
. (10)

Therefore, the analog jamming signal rj : It → Ij at the VGA
input can be expressed as

rj(t) = ℜ
{
xj(t) exp ( j2π fIFt + jθIF)

}
= aj cos

(
ϕj(t)

)
(11)

where ϕj : It → Iϕ is the jamming phase, with Iϕ = ϕj(It),
expressed as

ϕj(t) =θj + 2π
(

f j −
Bj

2

) (
t − τp − nTsw

)
(12)

+ π
Bj

Tsw
(t − τp − nTsw)2 + 2π fjnTsw (13)

with θj = θIF + 2π fIF τp + θ0 the resulting random phase offset
and fj = fIF + ∆ fc the jamming mean frequency. θj is consid-
ered uniform over [0, 2π]. The jamming phase ϕj can also be
expressed as

ϕj(t) = ϕsw(t − nTsw) + ∆ϕm (14)

where ϕsw is the periodic part defined for t − τp ∈ Isw = [0,Tsw]
as

ϕsw(t) = π
Bj

Tsw

(
t − τp

)2
+ 2π

(
f j −

Bj

2

) (
t − τp

)
+ θj (15)

and ∆ϕn the phase shift at the n-th interval expressed as

∆ϕn = 2π fj nTsw. (16)

The periodic phase component ϕsw is plotted with fj ∈
{0.3, 2.5} MHz in Fig. 4. In this paper, we consider the esti-
mation duration T to be much larger than the sweep period Tsw,
allowing to assume that an integer number of sweep periods
spans It (T ≈ NTsw). Additionally, as the signal is periodic, we
can assume that ϕj and ϕsw are synchronized at the beginning of
It, such that τp = 0. Under these approximations,

ϕsw(t) = π
Bj

Tsw
t2 + 2π

(
fj −

Bj

2

)
t + θj. (17)

3. AGC GAIN MODEL

As depicted in Fig. 1, the AGC employs a feedback structure
to monitor the VGA gain g (in dB). This section models the
dynamic behavior of the AGC as a function of the signal level
(further defined in Sec. 3.1). Throughout the paper, we denote
rin (in V) as the input signal, rout as the signal at the VGA out-
put, v̂out as the estimated signal level at the detector output (in
dBm), and vref as the reference level (in dBm). Additionally,
vout (resp. vin) defines the true signal level of signal rout (resp.
rin) (in dBm).

3.1. Signal level
The signal level v allows characterizing the occurrence of the

values of the signal r within the interval It = [τ, τ+T ]. In AGC,
two physical quantities, namely time-based power and signal
distribution, are typically estimated by the detector to represent
the signal level.

• The power-based signal level measures the root average
power within the time interval It and is defined as [8,
chap.13]

v(τ) = 10 log10 (Pt(τ)) = 10 log10


∫

t∈It

r(t)2dt

 . (18)

with Pt the time-average power.

• The distribution-based signal level measures the propor-
tion of signal distribution above a certain threshold Th ∈

[0, 1], i.e. Pt

(
|r| > 10v(τ)/20

)
= Th, with Pt(A) the propor-

tion of time where A is satisfied within It (also referred to
as time-based distribution) [8, chap.13]. The signal level
can be expressed as a function of the time-based signal
distribution pr within the time interval It, such that

v(τ) = 20 log10

(
η−1 (Th)

)
(19)

with η : R+ → [0, 1] defined as

η(κ) = Pt(|r| > κ) = 1 −

κ∫
−κ

pr(r) dr. (20)

3.2. Model assumptions
The AGC behavior is characterized under the following as-

sumptions:

1. The detector perfectly estimates the real signal level vout,
such that

v̂out(τ) = vout(τ). (21)

2. The VGA operates in its linear mode, such that [34, p.254]

rout(τ) = 10g(τ)/20 rin(τ) (22)

or equivalently considering the signal level log-parameters

vout(τ) = g(τ) + vin(τ). (23)
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Figure 4: Periodic phase component ϕsw (Tsw = 10 µs, B = 2 MHz, θj = π4 ).
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3. The AGC time response is sufficiently fast compared to
the signal level dynamics to allow the system to converge
toward its steady state.

3.3. Gain closed-loop model

As depicted Fig. 1, the VGA gain can be expressed in the
Laplace domain as

g(s) = F(s) (vref(s) − v̂out(s)) (24)

where s is the variable of the Laplace Transform and F(s) is
the AGC low-pass filter transfer function. From the assump-
tions (21) and (23), the gain model (24) can be expressed as

g(s) =
F(s)

1 + F(s)
(vref(s) − vin(s)) . (25)

Equivalently, defining the closed-loop error εg as

εg(s) ∆= vref(s) − vin(s) − g(s), (26)

the gain model (24) can be expressed as

εg(s) = vref(s) − vin(s) − F(s) εg(s). (27)

The model (27) is referred to as the gain closed-loop model and
is illustrated in Fig. 5. In typical AGC systems, a first-order
low-pass filter is commonly implemented, as described in [34,
p.262], and expressed as

F(s) =
κ0
s

(28)

with κ0 the filter coefficient (in s−1). Considering the filter trans-
fer function (28) in (27), the gain can be represented in the time
domain by the differential equation

dεg

dτ
+ κ0 εg =

dvref

dτ
−

dvin

dτ
. (29)

Under assumption 3, the system (29) has reached its steady
state, such that the internal error εg remains constant, i.e.

dεg

dτ
= 0. (30)

Moreover, considering that the time response is fast compared
to the signal level dynamics,

κ0 ≫
dvref

dτ
−

dvin

dτ
, (31)

ΣΣ F(s)
+

−

−

+

vin(s)

vref(s)

εg(s)vtot(s) g(s)

Figure 5: Equivalent model of the VGA gain.

the gain at steady state can be expressed as

vout(τ) = vref(τ), g(τ) = vref(τ) − vin(τ). (32)

To conclude, at steady state, the VGA gain g(τ) can be obtained
exclusively by computing the input signal level vin(τ). The sig-
nal level is computed over interval It, considering the average
power Pt or distribution pr. In nominal conditions (without
RFI), the received signal primarily comprises AWGN with er-
godic properties; thus, the time-based distribution of the signal
is represented by its random distribution [35] (with Gaussian
properties). However, in the presence of RFI, these ergodic and
Gaussian properties are no longer guaranteed, and the expres-
sion of Pt and pr computed over It must be further defined.

4. Mathematical preliminaries on time-based estimation

This section introduces the mathematical definitions along
with properties pertaining to time-based estimation under er-
godic or non-ergodic signals. In particular, this section pro-
vides the definitions to compute and interpret the time-based
average signal power and signal distribution introduced in the
signal level (18) and (19).

Definition 1 (Time-event space). Let (It,T ,Pt) be a measure
space on the bounded time-interval It ⊂ R

+, with σ-algebra T
and probability measure Pt : T → [0, 1] defined for all F ∈ T
as

Pt(F) =
1
T

∫
t∈F

dt with T =
∫

t∈It

dt. (33)

The space (It,T ,Pt) is referred to as the time-event space.

Remark. The time-event space (It,T ,Pt) satisfies all the prob-
ability axioms and can thus be seen as a probability space.
Therefore, the principles and theorems established in proba-
bility theory can be directly applied to time-based estimation.
Some of these properties are outlined below.

Definition 2 (Time-dependent signal). Let (It,T ,Pt) be the
time-event space and (Ir,A, µ) be a measure space on the in-
terval Ir ⊂ R, with σ-algebra A and measure µ. The time-
dependent signal r : It → Ir can be seen as a random variable
from It to Ir. The time-based signal distribution, denoted pr,
is defined as the density of r with respect to the measure µ on
(Ir,A, µ) such that

dPt, r = pr dµ (34)

with Pt, r(A) = Pt

(
r−1(A)

)
, ∀A ∈ A and r−1 the inverse image

of r.

Definition 3 (Time-based moment). Let r : It → Ir be a time-
dependent signal and φ be a measurable function. The moment
of φ(r) is defined as

Et
[
φ(r)

]
=

∫
It

φ(r) dPt =
1
T

∫
It

φ(r) dt, (35)

or equivalently as

Et
[
φ(r)

]
=

∫
Ir

φ(r) pr(r) dr. (36)
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Remark. The moment (35) is equivalent to the time-average
typically denoted ⟨φ(r)⟩.

Property 1 (Composition 1). [36, chap. 2] Let r : It → Ir

be a time-dependent signal with signal distribution pr, and let
φ : Ir → Iφ be a continuous and monotonic function. Then, φ is
a one-to-one mapping on Ir, and the signal distribution of φ ◦ r
can be expressed as

∀ϕ ∈ Iφ, pφ(ϕ) = pr

(
φ−1(ϕ)

) ∣∣∣∣∣ d
dϕ
φ−1(ϕ)

∣∣∣∣∣ . (37)

Property 2 (Composition 2). [36, chap. 2] Let r : It → Ir

be a time-dependent signal with signal distribution pr and
φ : Ir → Iφ be a piecewise one-to-one mapping function, where
each bijective restriction is denoted φn : In → φ(In). The distri-
bution of φ ◦ r can therefore be expressed as

∀ϕ ∈ Iφ, pφ(ϕ) =
N∑

n=1

{
pu

(
φ−1

n (ϕ)
) ∣∣∣∣∣ d

dϕ
φ−1

n (ϕ)
∣∣∣∣∣1φ(In)(ϕ)

}
(38)

where 1I is the characteristic function of the interval I.

4.1. Independence of two time-dependent signals

Definition 4 (Independence). Let r : It → Ir and u : It → Iu

be two time-dependent signals, with their respective time-based
signal distributions pr and pu, and their joint time-based signal
distribution pr,u : Ir × Iu → R

+. The signals r and u are said to
be independent if

∀(r, u) ∈ Ir × Iu, pr,u(r, u) = pr(r) pu(u). (39)

Property 3 (Sum of independent signals). [36, chap. 2] Let
u : It → Iu and r : It → Ir be two independent signals and
y : It → Iy defined as y = u + r. The distribution of y, denoted
py : Iy → R

+ is expressed as

py(y) =

+∞∫
−∞

pu(x) pr(y − x) dx = (pu ∗ pr)(y), ∀y ∈ Iy. (40)

Property 4 (Product of independent signals). [36, chap. 2] Let
u : It → Iu and r : It → Ir be two independent signals and
w : It → Iw defined as w = u · r. The distribution of w, denoted
pw : Iw → R

+ is expressed as

pw(w) =

+∞∫
−∞

∣∣∣∣∣1x
∣∣∣∣∣ pu(x) pr

(w
x

)
dx, ∀w ∈ Iw. (41)

Remark. In the case where the signal depends on random pa-
rameters defined on the probability space (IΩ,E,PΩ) (referred
to as the random sample space), the signal r : It × IΩ → Ir

is also a random variable taking values in the measure space
(Ir,A, µ).

The time-based properties of the signal can be analyzed over
a single random realization by considering the conditional ran-
dom variable r | E′, where E′ ⊆ E is the smallest σ-algebra

generated by IΩ. The time-based distribution can thus be de-
fined as

dPt, r | E′ = pr | E′ dµ, (42)

with Pt, r | E′ (A | E′) = Pt

(
r−1(A) | E′

)
, ∀A ∈ A.

Similarly, the random properties of the signal can be ana-
lyzed over a single time realization by considering the condi-
tional random variable r | T ′, where T ′ ⊆ T is the smallest σ-
algebra generated by It. The probability density function (pdf)
is expressed as

dPΩ,r | T ′ = fr | T ′ dµ, (43)

with PΩ,r | T ′ (A | T ′) = PΩ
(
r−1(A) | T ′

)
, ∀A ∈ A.

4.2. Signal power

This subsection introduces the different definitions of the
power of the time-dependent random signal r : It × IΩ → Ir.

Definition 5 (Random-average power). The random-average
power represents the expected value of the instantaneous power
over the random realizations of the signal, defined for any tem-
poral realization t ∈ T ′ as

Pr | T ′ = EΩ
[
r2 | T ′

]
=

∫
r∈IΩ

r2 fr | T ′
(
r | T ′

)
dr. (44)

with EΩ[·] =
∫

IΩ
· dPΩ.

Definition 6 (Time-average power). The time-average power
represents the expected value of the instantaneous power over
the time realization of the signal, defined for any realization
ω ∈ E′ as

Pr | E′ = Et

[
r2 | E′

]
=

1
T

∫
t∈It

r(t)2 dt =
∫

r∈Ir

r2 pr | E′
(
r | E′

)
dr.

(45)

Definition 7 (Total-average power). The total-average power
represents the expected value of the instantaneous power over
both the time and random realizations, defined as

Pr = Et

[
EΩ

[
r2

]]
= EΩ

[
Et

[
r2

]]
. (46)

4.3. CW signals

In this paper, a CW signal designates a random time-
dependent signal r : It × IΩ → Ir which can be expressed as

r(t) = a cos(2π f t + θ) (47)

with frequency f ∈ R, amplitude a ∈ R+, and phase θ ∼
U([0, 2π]) constant over It. In addition, the weighted CW
rα : It → Iα (denoted as α-CW) is defined as

rα(t) = α(t) r(t) (48)

with α : It → Iα a continuous and finite (possibly random)
time-dependent signal.
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Property 5 (Time-based distribution of a CW). Let r : It → Ir

be a CW signal, defined as (47). In the case of a single period
(i.e., It = [t0, t0 + 1/ f ] with t0 an arbitrary value), the signal
distribution of r, denoted as pr | θ : [−a, a]→ R+ is given by

pr | θ(r) =
1

π
√

a2 − r2
. (49)

By periodicity, (49) can be extended to any integer number
of periods, and can be further extended to any It considering
1/ f ≪ T (i.e., 1

T f → 0).

Proof. Use Property 1 on [0, 1
2 f ] and extend to [0, 1

f ] by parity.

Remark. The time-based distribution (49) is independent of
the random phase θ.

Property 6 (Independence of two CW). Let r1 and r2 be two
CW signals with frequencies f1 and f2, respectively. For T →
∞, if f2/ f1 is an irrational number, and if 1/ f1 ≪ T or 1/ f2 ≪
T, then r1 and r2 are independent over time.

Proof. See Appendix A.

Remark. The independence can be extended to two α-CW sig-
nals if α1 and α2 are independent.

Property 7 (Power of CW signal). Let r : It → Ir be a CW
signal. If It spans an integer number of periods or if 1/ f ≪ T,
then

Et [r] = EΩ [r] = EΩ [Et [r]] = 0. (50)

and the random, time, and total-average powers of r are equal
and expressed as

PCW =
a2

2
. (51)

Remark. The Property 7 can be extended to any α-CW as

Pα−CW = P0 PCW = P0
a2

2
(52)

with P0 being the power of signal α (depending on the power
definition).

Property 8 (Power of multiple α-CW signals). Let S M : It →

IS be the sum of M pairwise α-CW signals (rm)m∈J1;MK defined
as

S M(t) =
M∑

m=1

rm(t) =
M∑

m=1

αm(t) am cos(2π fmt + θm), (53)

satisfying ∀m ∈ J1; MK, 1/ fm ≪ T. If Pm defines the random,
time, or total-average power of αm, the corresponding average
power PS of S M is expressed as

PS =
1
2

M∑
m=1

Pm am
2. (54)

Proof. See (50) and (52).

Property 9 (Central Limit Theorem (CLT) for α-CW). Let
S M : It → IS be the sum of M α-CW signals as defined in (53)
such that ∀m, fm+1 > fm. Let AM and ΣM : It → IΣ be expressed
as

AM =

1
2

M∑
m=1

Pm am
2


1
2

, ΣM =

1
2

M∑
m=1

αm
2 am

2


1
2

. (55)

If Am satisfies the conditions

AM −−−−→
M→∞

+∞, ∀m,
√

Pmm am

AM
−−−−→
M→∞

0, ΣM/AM
2 L−→ 1,

(56)
the signal S M/AM converges in distribution toward a Gaussian
distribution, such that

S M/AM
L
−→ N (0, 1) . (57)

Proof. See Appendix B.

Remark. AM defines the mean root power of S M and ΣM is a
random variable defining the instantaneous root power of S M .
The hypothesis (56) verifies that the power of S M is not con-
tained in a finite number of components. Notice that Property 9
does not require conditions on the time interval It nor the mu-
tual independence of the signals (rm)m∈J1;MK.

Remark. The properties 8 and 9 can be applied to CW signals
by setting αm(t) = 1 and Pm = 1.

4.4. AWGN signals
Property 10 (AWGN time-based power and distribution). Let
n : It → R be an AWGN with time-based distribution pn and
pdf fn. Thus, n presents ergodic properties, such that

Pn = Pn | T ′ = Pn | E′ (58)

and

pn | E′ (r) = fn | T ′ (r) =
1

√
2πPn

exp
(
−

r2

2Pn

)
, ∀r ∈ R. (59)

To conclude, this section presented several tools to compute
the time-based distribution and power of both ergodic and non-
ergodic signals. These properties will then be used to charac-
terize the impacts of spoofing and jamming on the AGC.

5. Spoofing impact

This section characterizes the impact of spoofing on the
VGA gain for both power-based (18) and distribution-based
(19) methods. In this situation, the received signal rin : It → Ir,
defined in the general case as (3), is reduced as

rin(t) = rs(t) + na(t) + ns(t) (60)

with na and ns the nominal and re-radiated AWGN defined in
Sec. 2.1 and rs the spoofing GNSS signal defined for single
PRN as (5) and for multiple PRN as (6). Each individual gener-
ated PRN in the spoofing signal exhibits α-CW properties, with
αm = cm dm as defined in (6) and mutually independent.
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5.1. Signal power
In the presence of spoofing, all power definitions (Defs. 5, 6,

and 7) are equal and expressed as

Pin = Ps + Pn (61)

with Ps representing the spoofing signal power expressed for
a single PRN as (52) and for multiple PRNs as (54) and Pn

representing the total AWGN signal power as defined in (4). A
straightforward computation of the power of αm leads to Pm = 1
for all definitions. Additionally, we define the GNSS-spoofing-
signal-to-total-noise ratio S/N defined as

S/N =
Ps

Pn
=

Ps

Pn,a + Pn,s
, (62)

as well as the relative amplitudes (γm)m∈[1,N] as

γm =
as,m
√

2Ps
. (63)

5.2. Single PRN signal distribution
In the case of an individually emitted PRN spoofing signal,

as defined in (5), the signal distribution ps can be determined
by computing the distributions of the navigation message pd,
the PRN signal pc, and the carrier signal pcos. Firstly, the nav-
igation message d is uniformly distributed over {−1, 1}. Thus,
for all r,

pd(r) =
1
2

(δ(r + 1) + δ(r − 1)) (64)

where δ(r) is the Dirac distribution. The distribution of the PRN
code pc depends on the modulation type. For BPSK modu-
lation, the signal is uniformly distributed over {−1, 1}, while
for CBOC modulation, the signal is uniformly distributed over
{−α+,−α−, α+, α−}, with

α+ =

√
10
11 +

√
1

11 , α− =

√
10
11 −

√
1
11 . (65)

Therefore, the distribution of the modulated code c is expressed
as

pc(r)


= 1

2δ(r − 1) + 1
2δ(r + 1) (BPSK)

= 1
4δ(r + α+) + 1

4δ(r + α−)

+ 1
4δ(r − α+) + 1

4δ(r − α−) (CBOC)

. (66)
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Figure 6: Single PRN GNSS signal distribution.
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Figure 7: Dual PRN distribution ( Ps = 0.5, γ1 = 0.96, γ2 = 0.26)
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Figure 8: Dual PRN distribution ( Ps = 0.5, γ1 = 0.75, γ2 = 0.66)

Finally, assuming T ≫ 1/ f , the distribution pcos can be ex-
pressed using (49) for r ∈ R as

pcos(r) =
1[−a,a](r)

π
√

a2 − r2
. (67)

The spoofing signal (5), being the product of the navigation
message d, the PRN signal c and the carrier signal, and given
that these terms can be considered mutually independent, the
time-based distribution of the spoofing signal ps can be ex-
pressed by applying Property 4 to (64), (66), and (67), leading
to

ps(r) =
1
a

p̃s

( r
a

)
(68)

with p̃s the amplitude-normalized distribution defined as

p̃s(r) =


1[−1,1](r)

π
√

1 − r2
(BPSK)

1
2π

1[−α−,α−](r)√
α2
− − r2

+
1[−α+,α+](r)√
α2
+ − r2

 (CBOC)
. (69)

The amplitude-normalized time-based distribution is plotted for
both BPSK and CBOC modulation in Fig. 6. The model given
by (69) is represented in black and compared with the histogram
of a digital signal (in gray).

5.3. Multiple PRN signal distribution
In the case of multiple PRN spoofing signals, the received

signal (6) is the combination of M individual signals (rm)m∈J1;MK
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Figure 9: Multiple PRN distribution (M = 3, Ps = 0.5, γ1 = 0.09, γ2 = 0.61,
γ3 = 0.78)
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Figure 10: Multiple PRN distribution (M = 3, Ps = 0.5, γ1 = 0.48, γ2 = 0.58,
γ3 = 0.66)

with frequencies ( fm)m∈J1;MK and amplitudes (as,m)m∈J1;MK. The
frequencies ( fm)m∈J1;MK are physical parameters taking values
in R. Moreover, since Q has measure zero, for all distinct i
and j, P( f j/ fi ∈ Q) = 0 almost surely and, f j/ fi is irrational.
Assuming a sufficiently long time interval It, from Property 6,
the signals (rm)m∈J1;MK can be considered mutually independent,
and the distribution of the spoofing signal can be expressed for
r ∈ Ir as (considering the sum of M mutually independent sig-
nals, as presented in Property 3)

ps(r) =
(

M
⊛
m=1

psm

)
(r) (70)

where ⊛ represents the convolution operator and psm denotes
the distribution of the m-th individual PRN signal as expressed
in (68). Finally, as the number of emitted signals increases
(M → +∞), the spoofing signal converges in distribution to-
ward a normal variable, such that (see Property 9)

ps,∞(r) =
1

√
2πPs

exp
(
−

r2

2Ps

)
. (71)

5.4. Received signal distribution
Finally, the distribution of the received signal in the presence

of spoofing interference (60) can be expressed for r ∈ Ir as
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Figure 11: Multiple PRN distribution (M = 5, Ps = 0.5, γ1 = 0.37, γ2 = 0.49,
γ3 = 0.43, γ4 = 0.64, γ5 = 0.19)

(Property 3)
pr(r) = ps ∗ pn(r) (72)

with ps the spoofing time-based distribution defined for single
PRN in (68) or for multiple PRN in (70) and pn the total AWGN
distribution expressed as (59).

5.5. Time-based signal distribution results

This subsection analyzes the model of the spoofing signal
time-based distribution obtained in (68) and (70). These results
are compared with simulated distributions obtained by estimat-
ing the histogram of a digital signal generated from (5) or (6).
The signal is generated with a sample frequency Fs = 50 MHz
over an estimation time T = 20 ms. The model and simulation
results are represented for both BPSK and CBOC modulations.

First, Figs. 7 and 8 plot the spoofing signal distribution for
two emitted spoofing signals (M = 2) with two different sets of
parameters (γm)m∈J1;MK and Ps = 0.5. The simulated signals are
generated with arbitrary frequencies ( f1 = 1919.52 Hz and f2 =
−822.32 Hz). The simulated signal histograms (gray) match the
model curves (black). The results highlight the impact of the
parameters (γm)m∈J1;MK and the modulation on the shape of the
signal distribution.

Similarly, Figs. 9 and 10 plot the spoofing signal distribution
for three emitted spoofing signals (M = 3) with two different
sets of parameters (γm)m∈J1;MK and Ps = 0.5. While the parame-
ters (γm)m∈J1;MK and the modulation impact the shape of the dis-
tribution, the increase of M appears to smooth the distribution,
as predicted by the convolution product in (70). Finally, Fig. 11
represents the signal distribution for M = 5 and shows the va-
lidity of the Gaussian approximation (59) for a large number of
signals (M > 5).

5.6. VGA gain results

This subsection analyzes the VGA gain model for differ-
ent parameters. The gain model is computed depending on
the detector implementation: for the power-based detector,
the time-average signal power (61) is injected into (18); for
the histogram-based detector, the time-based signal distribution
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(72) is used in (19). The theoretical gain is compared with sim-
ulated gain obtained by considering the AGC in steady state to
estimate power-based and distribution-based signal levels on a
digital signal generated from (60). The parameters of the gener-
ated signal are equal to those in Sec. 5.5. For both the model and
simulation, the AGC reference vref is set to normalize the VGA
gain (0 dB) in the presence of only nominal plus re-radiated
noise (Ps = 0). In all figures, the gain is plotted for both BPSK
and CBOC modulation as a function of S/N (62).

Fig. 12 presents the VGA gain in the presence of a sin-
gle PRN spoofing signal. The model is represented by con-
tinuous lines with various colors for the histogram-based de-
tectors, corresponding to different threshold values (Th ∈

{0.05, 0.1, 0.2, 0.33}), and a dashed line for the power-based de-
tector. Simulation results, on the other hand, are represented
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Figure 12: VGA gain in the presence of single PRN spoofing signal
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Figure 13: VGA gain in the presence of dual PRN spoofing signal

with markers without any connecting line (with corresponding
colors). The model matches the simulation for both modulation
and detector types. For the power-based detector, the modula-
tion does not have any impact on the VGA gain (the power of
the signal α, Pm = 1 in (54)). However, the histogram-based
gain depends on the choice of Th, inducing a gain difference
of about 5 dB for BPSK and 2 dB for CBOC modulation (at
S/N = 15 dB).

Similarly, Fig. 13 depicts the VGA gain in the presence of
two spoofing signals. To consider the impact of the distribu-
tion shape, both the model and simulation are analyzed for all
possible sets of (γm)m∈{1,2}. For the model, the line represents
the mean value of the gain, while the filled color represents
the range of possible gain for all the values of (γm)m∈{1,2}. For
the simulation, the marker represents the mean value taken by
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the VGA gain. For the power-based detector, neither modula-
tion nor (γm)m∈{1,2} impacts the VGA gain, as predicted in (61).
However, for the histogram-based gain, the shape of the distri-
bution is shown to have more impact at lower thresholds and
for BPSK modulation (from 1 dB for Th = 0.05 to 0.4 dB for
Th = 0.33).

Lastly, Fig. 14 presents the impact of the number of spoofing
signals on the VGA gain. For the model, the filled color repre-
sents the range of possible gain for all the values of (γm)m∈J1;MK,
the continuous lines (histogram-based detector), and dotted
lines (power-based detector) represent the model mean values,
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Figure 14: VGA gain in the presence of multiple PRN spoofing signal (Th =

0.05)

while the markers (crosses for histogram-based detector and tri-
angles for power-based detector) represent the simulated mean
gain values. The color represents the number of emitted signals
(M ∈ {1, 2, 4}). Additionally, the Gaussian model in (71) is rep-
resented in black. The histogram-based method is plotted for
Th = 0.05. For the power-based VGA gain, both modeled and
simulated results match the Gaussian model for any M, as pre-
dicted in (61). For the histogram-based detector, the maximum
range of the gain tends to increase as M increases, bounded by
the single PRN case. However, the mean gain values tend to
converge toward the Gaussian approximation (71).

5.7. Conclusion and discussion on spoofing impact

To conclude, this section proposes a model of the impact of
spoofing on VGA gain for both power-based and histogram-
based detectors. The model of the power-based gain is derived
from the spoofing signal power (61) and the power-based sig-
nal level (18). Conversely, the histogram-based gain model is
formulated using the spoofing signal distribution (72) and the
distribution-based signal level (19).

The spoofing signal can be decomposed into two compo-
nents: the re-radiated noise and the spoofing GNSS signal. The
former can be modeled as AWGN, with its impact on gain re-
duced to the re-radiated noise power (as detailed in [10]). The
impact of the spoofing GNSS signal is more complex as it de-
pends on the S/N defined in (62), the AGC detector types, and
the spoofing signal parameters (including the number of emit-
ted signals, amplitudes, and modulation).

Firstly, to affect the AGC, the spoofing GNSS signal must
be broadcast at a power similar to or higher than the nominal
plus re-radiated noise, as shown in Figs. 12, 13, and 14 (no im-
pact on VGA gain for S/N < −10 dB). Secondly, the impact of
GNSS spoofing signals varies depending on the detector type:
the power-based gain is independent of the input GNSS sig-
nal structure (number of emitted signals M or modulation) and
depends only on the received power (61); the histogram-based
gain depends on the signal distribution shape and therefore on
the number of emitted signals M, parameters (γm)m∈J1;MK, mod-
ulation, and threshold Th. These parameters can induce a dif-
ference of several decibels in the gain but tend to be negligible
with the Gaussian approximation (71) as the number of emitted
signals increases (see Fig. 14). The impact of Gaussian inter-
ference on AGC has been detailed in [10].

Finally, while the model is shown to be independent of the
spoofing signal frequency ( fm)m∈J1;MK, the mutual dependence
of each signal requires T ≫ 1/ fm (see Property 6). However,
even if this dependence can disturb the signal distribution for a
low number of signals M, the distortion of VGA gain will never
exceed the single PRN bound as shown in Fig. 14, and tends to
be negligible for a high number of signals (Property 9).

6. Jamming impact

This section characterizes the impact of jamming chirp
signals on the VGA gain for both power-based (18) and
distribution-based (19) methods. In this situation, the received
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signal rin : It → Ir, defined in the general case as (3), is reduced
as

rin(t) = na(t) + rj(t) (73)
with na : It → R the nominal AWGN defined in Sec. 2.1 and
rj : It → Ij the jamming chirp signal, defined in (11). Note that
rj is a non-ergodic signal depending on both time t and initial
phase θj.

6.1. Signal power
This subsection characterizes the power of the received sig-

nal for all definitions 5, 7 and 6. For any definition, the signal
power can be decomposed as

Pin = Pn + Pj (74)

with Pn the AWGN power and Pj the jamming chirp signal
power. The expression of jamming power varies across the
power definitions.

First, the random-average power of the jamming signal is de-
fined as the average power for one time realization, i.e., over the
representation of the uniform phase θj ∼ U[0, 2π] and a fixed
t ∈ It and expressed as

Pj | t = EΩ
[
r2

j | t
]
=

aj
2

2
. (75)

It is worth noting that the random-average power is indepen-
dent of t, the total-average power Pj, defined as (46), is equal
to (75). We define the jamming-signal-to-noise total-average
power ratio J/N as

J/N =
Pj

Pn
=

a2
j

2Pn
. (76)

Finally, the time-average power (45) represents the average
power for one random realization, i.e., over the time represen-
tation It and a fixed θj ∈ [0, 2π], such that

Pj | θj = Et

[
r2

j | θj
]
=

∫
r∈Ir

r2 pj | θj (r | θj) dr. (77)

with pj | θj : Ij → R
+ the jamming signal time-based distribu-

tion. Alternatively, considering the jamming phase wrapped on
[0, 2π], denoted ϕ(2π) | θj : It → [0, 2π] and its distribution
p(2π)
ϕ | θj

: [0, 2π] → R+, the time-average power can be expressed
as

Pj | θj =

2π∫
0

aj
2 cos(θ)2 p(2π)

ϕ | θj
(θ | θj) dθ. (78)

6.2. Jamming signal time-based distribution
The jamming signal distribution pj | θj is related to the

wrapped jamming phase distribution p(2π)
ϕ | θj

from (11) and Prop-
erty 2 for all r ∈ Ij = [−aj, aj] as

pj | θj (r) =
[
p(2π)
ϕ | θj

(
cos−1

1

(
r
aj

))
+ p(2π)

ϕ | θj

(
cos−1

2

(
r
aj

))]
1

2
√

aj
2 − r2

(79)
with cos1 : [0, π] → [−1, 1], and cos2 : [π, 2π] → [−1, 1] the
piece by piece one-to-one mapping restrictions of cos (Prop-
erty 2).

6.3. Jamming phase time-based distribution
In the presence of chirp jamming, the signal time-average

power (78) and time-based distribution (79) are expressed from
p(2π)
ϕ | θj

. This section expresses p(2π)
ϕ | θj

as a function of chirp pa-
rameters. First, as shown in (14), the jamming phase ϕj is the
combination of a periodic component ϕsw and a phase offset
∆ϕn. Thus, the phase distribution can be expressed as a func-
tion of the ϕsw distribution, denoted as psw | θj : ϕsw(Isw) → R+,
as

pϕ | θj (ϕ) =
1
N

N−1∑
n=0

psw | θj (ϕ − ∆ϕn) (80)

= psw | θj (ϕ) ∗

 1
N

N−1∑
n=0

δ(ϕ − ∆ϕn)

 . (81)

The wrapped jamming phase distribution can be expressed for
θ ∈ [0, 2π] as

p(2π)
ϕ | θj

(θ) =
+∞∑

i=−∞

pϕ | θj (θ + 2πi) (82)

=

 1
N

N−1∑
n=0

psw | θj (θ − ∆ϕn)

 ∗
 +∞∑

i=−∞

δ(θ + 2πi)

 (83)

=
1
N

N−1∑
n=0

p(2π)
sw | θj

(θ − ∆ϕn) (84)

where p(2π)
sw | θj

: [0, 2π] → R+ is the distribution of the wrapped
periodic component.

The expression of p(2π)
sw | θj

can be derived from ϕsw expressed
as (17). ϕsw is a convex function, presenting a minimum in tmin,
such that

tmin =
− f jTsw

Bj
, ϕsw(tmin) = θj + π f jtmin. (85)

The monotony of ϕsw can be studied depending on tmin, and as
illustrated in Fig. 4, two possibilities appear:

• If tmin ∈ Isw the function is convex and symmetric around
tmin, and presents a one-to-one mapping on the intervals
I(l)
sw = [0, tmin] and I(r)

sw = [tmin,Tsw]. Therefore the function
ϕsw can be decomposed into the two monotonic functions
ϕ(l)

sw : I(l)
sw → ϕsw(I(l)

sw) and ϕ(r)
sw : I(r)

sw → ϕsw(I(r)
sw).

• If tmin < Isw, the function is monotonic on Isw.

The distribution psw can thus be expressed, using Property 2 for
ϕ ∈ ϕsw(Isw) as

psw | θj (ϕ) = pt | θj (ϕ)

√
Tsw

πBj

1

2
√
ϕ − ϕsw(tmin)

(86)

with

pt | θj (ϕ) =


1

Tsw

(
1ϕsw(I(l)

sw)(ϕ) + 1ϕsw(I(r)
sw)(ϕ)

)
tmin ∈ Isw

1
Tsw

1ϕsw(Isw)(ϕ) tmin < Isw

. (87)
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Figure 15: Periodic phase component distribution (Tsw = 10 µs, B = 2 MHz,
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π
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Figure 16: Periodic wrapped phase component distribution (Tsw = 10 µs, B =
2 MHz, θj = π4 ).

Similarly, the distribution of the wrapped periodic phase, p(2π)
sw | θj

can be expressed for θ ∈ [0, 2π] as

p(2π)
sw | θj

(θ) =
+∞∑

i=−∞

psw | θj (θ + 2πi). (88)

6.4. Received signal distribution

Finally, the distribution of the received signal in the presence
of jamming interference (73) can be expressed for r ∈ Ir as
(Property 3)

pr(r) = pj ∗ pn(r) (89)

with pj the jamming signal time-based distribution on It, ex-
pressed as (79) and pn the AWGN timed-based distribution ex-
pressed as (59).

6.5. Time-based signal and phase distribution results

This subsection analyzes the model of the jamming phase
and signal time-based distributions. These results are com-
pared with simulated distributions obtained by estimating the
histogram of a digital signal generated from (14) and (11). The
signal is generated with a sample frequency Fs = 50 MHz over
an estimation time T = 20 ms.

First, Figs. 15 and 16 present the impact of the jamming fre-
quency fj on psw and p(2π)

sw ; the time-based distributions (86) and
(88) are plotted for two frequencies fj of 0.3 MHz and 2.5 MHz.
For fj < Bj, the phase differentiation crosses its zero and the dis-
tribution psw presents a sharp peak (Fig. 16a). As the frequency
increases, the phase distribution becomes smoother, resulting
in a nearly constant wrapped phase distribution (Fig. 16b). The
location of the peak depends on the jamming phase θj.

Then, Fig. 17 presents the distribution p(2π)
ϕ , expressed in

(84), for different normalized frequencies f̃j = fjTsw. The peak
in p(2π)

sw is averaged depending on the number of periodic pat-
terns N and shift ∆ϕn = 2π f̃j. For example, with f̃j = 0, the
periodic phase is not shifted and p(2π)

ϕ = p(2π)
sw (Fig. 17a). Then,

with a relatively low f̃j (such that N f̃j < 1), the averaging op-
eration in (84) smooths the phase over a partial part of [0, 2π]
(Fig. 17b). Fig. 17c illustrates a case where f̃j induces a pe-
riodic pattern on ϕ(2π)

j reducing the phase smoothing. Lastly,

for high frequencies, p(2π)
ϕ shapes a uniform distribution over

[0, 2π] (Fig. 17d).
Finally, Fig. 18 presents the jamming signal distribution pj | θj ,

modeled in (79). The shape of pj | θj is impacted by the peaks
in p(2π)

ϕ | θj
. The degree of distortion in the signal distribution is

weighted depending on the phase peak position (fixed by θj).
Moreover, the smoothing of p(2π)

ϕ | θj
also smooths the signal distri-

bution pj | θj , converging to a CW distribution when the wrapped
phase is uniform (Fig. 18d).

6.6. VGA gain results

This subsection analyzes the VGA gain model for differ-
ent parameters. The gain model is computed depending on
the detector implementation: for the power-based detector,
the time-average signal power (73) is injected into (18); for
the histogram-based detector, the time-based signal distribution
(79) is used in (19). The theoretical gain is compared with sim-
ulated gain obtained by considering the AGC in steady state to
estimate power-based and distribution-based signal levels on a
digital signal generated from (73). The parameters of the gen-
erated signal are equal to those in Sec. 6.5. For both the model
and simulation, the AGC reference vref is set to normalize the
VGA gain (0 dB) in the absence of jamming (Pj = 0). In the
figures, the gain is plotted as a function of the J/N ratio, defined
in (76).

Fig. 19 presents the VGA gain in the presence of a chirp jam-
ming signal with a frequency of fj = 50 kHz. The correspond-
ing phase and signal distributions are plotted in Figs. 17c and
18c, respectively. In the figure, the lines represent the mean
values of the gain, while the filled colors represent the set of
possible values for θj ranging [0, 2π]. Additionally, markers
without any line (crosses for histogram-based detector and tri-
angles for power-based detector) indicate the simulated mean
gain values (for θj ranging [0, 2π]). For both the model and
simulation, the histogram-based gain is plotted for four differ-
ent thresholds (Th ∈ {0.05, 0.2, 0.33, 0.5}) and the power-based
gain is plotted in black. The model matches the simulation for
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Figure 18: Jamming signal distribution (Tsw = 0.1us, B = 2MHz, θj = π4 ).

both modulation and detector types. Fig. 19 highlights the im-
pact of the initial phase θj on the VGA gain for both the power-
based and histogram-based detectors, resulting in variations be-
tween 0.2 dB (for Th = 0.05) to 5 dB (for Th = 0.5) for the
histogram-based method and 1 dB for the power-based detector
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Figure 19: VGA gain in the presence of jamming chirp signal ( fj = 50kHz,
f̃j = 0.5)

(at J/N = 25 dB).
Lastly, Fig. 20 presents the VGA gain in the presence of a

chirp jamming signal with a frequency of fj = 2.5 MHz. The
legend of the figure is the same as in Fig. 19. As shown in
Figs. 17d and 18d, at high frequencies, the phase is smoothed
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Figure 20: VGA gain in the presence of jamming chirp signal ( fj = 2.5MHz,
f̃j = 25.0)
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and converges towards a uniform distribution. The VGA gain g
is then independent of θj (no filled color region) and its behavior
converges toward the result of a CW interference.

6.7. Conclusion and discussion on jamming impact

This section proposes a model of the impact of a chirp jam-
ming signal on VGA gain for both power-based and histogram-
based detectors. On the one hand, the model of the time-average
power is presented in (74) and (78). On the other hand, the sig-
nal distribution is described by (89), both of which depend on
the jamming signal distribution expressed in (79).

Due to the non-ergodicity of the jamming signal, character-
ized by the non-uniformity of the jamming phase over the es-
timation time It, both the signal distribution and the VGA gain
exhibit differences compared to CW interference. The distribu-
tion depends on parameters such as the number of chirp periods
N, the jamming frequency fj, and the jamming initial phase θj.
The discrepancy between chirp and CW interference is bounded
by 1 dB (at J/N = 20 dB) for the power-based detector and
ranges from 5 dB (Th = 0.5) to 0 dB (Th = 0) for the histogram-
based detector (see Fig. 19). This difference is most pronounced
for fj = 0 or N = 1 and tends to converge to CW behavior as
fj increases. Consequently, for IF signals ( fIF > 1MHz, com-
monly implemented in GNSS receivers), the chirp signal can
be effectively assimilated as CW interference by the AGC and
ADC. Therefore, models for quantization degradation and BER
in the presence of CW interference, such as those derived in [9],
can be applied to chirp signals at IF.

7. Conclusion

This paper characterizes the jamming and spoofing impact
on AGC and IF received signal. It first expresses the AGC be-
havior as a function of the received signal level, i.e., based on
time-based signal power or distribution, and proposes a new
probabilistic framework for time-based estimation to character-
ize these quantities under jamming and spoofing.

On one hand, the spoofing signal can be decomposed into
two components: the re-radiated noise and the GNSS spoofing
signal. The former can be modeled as AWGN, thus the VGA
gain depends solely on the nominal and re-radiated noise power.
The impact of the latter is much more complex. It depends on
the AGC detector types, the S/N, as well as the spoofing sig-
nal parameters (including the number of emitted signals, ampli-
tudes, and modulation). These spoofing parameters can lead to
several decibels of difference but tend to be negligible with the
Gaussian approximation of the spoofing signal as the number of
emitted signals increases. The impact of Gaussian interference
on AGC has been detailed in [10].

On the other hand, the chirp jamming signal presents non-
ergodic properties and cannot be considered as CW (due to the
non-uniformity of the phase). This paper proposes a model of
the jamming signal time-based distribution and power based on
the chirp phase distribution. The model is expressed as a func-
tion of the AGC detector type, J/N, and signal parameters (in-
cluding the number of chirp periods N, the frequency fj, and the

initial phase θj). The jamming distribution is shown to shape a
CW distribution as fj increases. Consequently, for IF signals
( fIF > 1 MHz, commonly implemented in GNSS receivers), the
chirp signal can be assimilated as CW interference (character-
ized in [9]) by the AGC and ADC.

In future works, the AGC gain and IF signal models devel-
oped in this paper, under jamming and spoofing interference,
will be applied to characterize the potential threats to the GNSS
receiver’s RF front-end, such as VGA saturation or quantiza-
tion losses [8, Chap.13] [37], and their impact on other signal
processing blocks and the Position, Velocity and Time (PVT)
solution.

Additionally, the results on AGC and IF signals, linked
to specific geometries between the receiver and the jam-
mer/spoofer, may facilitate the development of new robust de-
tection and mitigation techniques, based on AGC and IF signal
monitoring, before correlation [24, 38].

Finally, the theoretical framework introduced in this paper
can be further explored to establish formal definitions for time-
based estimation, power, and ergodicity of stochastic processes
in signal processing, or coupled with other approaches such as
random matrix theory (RMT), which allows capturing the sys-
tem’s statistical properties to characterize complex stochastic
dynamic systems, similar to the AGC [39, 40]. Additionally,
future research applying the probabilistic framework could im-
prove the characterization of time-based estimation under non-
ergodic conditions, such as the C/N0 estimators under spoofing
interference [21].

Appendix A. Proof independence of two CW (Property 6)

Let r1 and r2 be two CW signals defined by their phases
θ1 : It → R and θ2 : It → R, respectively, as

θ1(t) = 2π f1t, θ2(t) = 2π f2t, (A.1)

such that f2/ f1 ∈ R\Q, 1/ f2 ≪ T , and 1/ f1 ≪ T . Additionally,
we define their wrapped phases θ̃1 : It → [0, 2π] and θ̃2 : It →

[0, 2π], as

θ̃1 = mod2π {θ1(t)} , θ̃1 = mod2π {θ1(t)} . (A.2)

The independence of r1 and r2 can be shown by demonstrating
the independence of θ̃1 and θ̃2, by establishing the equality of
the conditional distribution pθ̃1 |θ̃2 and the marginal distribution
pθ̃1 , such that

∀θ̃ ∈ [0, 2π], pθ̃1 (θ̃) = pθ̃1 |θ̃2 (θ̃). (A.3)

On one hand, considering 1/ f1 ≪ T , the variable θ̃1 is uni-
formly distributed on [0, 2π], such that for all θ̃ ∈ [0, 2π],

pθ̃1 (θ̃) =
1

2π
. (A.4)

On the other hand, the conditional wrapped phase θ̃1|θ̃2 can
be expressed from the unwrapped conditional variable θ1|θ2.
The unwrapped phase variable is expressed as

θ1|(θ2 = θ) =
f2
f1
θ, (A.5)

15



thus

θ1|(θ̃2 = θ̃) =
{
θ1|(θ2 = θ̃ + 2πi)

}
i∈N

(A.6)

=

{
f2
f1

(
θ̃ + 2πi

)}
i∈N

(A.7)

and

θ̃1|(θ̃2 = θ̃) =
{

mod2π

[
f2
f1

(
θ̃ + 2πi

)]}
i∈N

(A.8)

Using the hypotheses f2/ f1 ∈ R \ Q, 1/ f1 ≪ T , and 1/ f2 ≪ T ,
we deduce from the Weyl equidistribution theorem [41, Theo-
rem 2], the variable (θ̃1|θ̃2)/2π is uniformly distributed on the
circle R/Z. Therefore, for all θ̃ ∈ [0, 2π],

pθ̃1 |θ̃2 (θ̃) =
1

2π
= pθ̃1 (θ̃). (A.9)

The two distributions are equal for all θ̃ in [0, 2π], indicating
that the variables θ̃1 and θ̃2 are independent, and by extension,
so are r1 and r2.

Appendix B. Proof CLT for α-CW (Property 9)

Let S M and AM be defined as (53) and ΣM as (55) and let the
normalized random variables S̃ M : It → IS̃ and Σ̃M : It → IΣ̃ be
defined as

S̃ M =
S M

AM
and Σ̃M =

ΣM

AM
2 . (B.1)

Let αM = (α1, ... , αM) be a vector of real random variables con-
verging in distribution toward α. This appendix studies the con-
vergence in distribution of S̃ M . To do so, let us first study the
convergence of S̃ M |Σ̃M expressed for all s ∈ IS̃ and σ ∈ IΣ̃ as

pS̃ | Σ̃(s | σ) = lim
M→+∞

pS̃ M | Σ̃M
(s | σ) (B.2)

= lim
M→+∞

Et

[
pS̃ M |αM

(s | α) | Σ̃M = σ
]

(B.3)

using expectation definition (35). If AM verifies the conditions
(56), S̃ M | αM converges in distribution toward a Gaussian dis-
tribution [42, p.263] such that, from dominated convergence
theorem,

pS̃ | Σ̃(s | σ) = Et

[
lim

M→+∞
pS̃ M |αM

(s | α) | Σ̃M = σ
]

(B.4)

= Et

[
1

σ
√

2π
e−

s2

2σ2

]
=

1

σ
√

2π
e−

s2

2σ2 . (B.5)

Therefore the random variable S̃ M | (Σ̃M = σ)
L
−→ N(0, σ).

Moreover S̃ M can be expressed as

pS̃ M
(s) = Et

[
pS̃ M

(s | Σ̃M)1IΣ̃

]
. (B.6)

As Σ̃M
L
−→ 1, and from dominated convergence theorem,

pS̃ (s) = lim
M→+∞

pS̃ M
(s) = lim

M→+∞
Et

[
pS̃ M

(s | Σ̃M)1IΣ̃

]
(B.7)

= Et

[
pS̃ (s | Σ̃)1{Σ̃=1}

]
=

1
√

2π
e−

s2
2 . (B.8)
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