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Abstract
The purpose of this paper is to employ the language of Cartan moving frames to
study the geometry of the data manifolds and its Riemannian structure, via the
data information metric and its curvature at data points. Using this framework
and through experiments, explanations on the response of a neural network are
given by pointing out the output classes that are easily reachable from a given
input. This emphasizes how the proposed mathematical relationship between the
output of the network and the geometry of its inputs can be exploited as an
explainable artificial intelligence tool.

Keywords: Neural Networks, Data Manifolds, Moving Frames, Curvature,
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1 Introduction
In machine learning, the idea of data manifold is based on the assumption that the
data space, containing the data points on which we perform classification tasks, has a
natural Riemannian manifold structure. It is a quite old concept (see [1], [2] and refs
therein) and it is linked to the key question of dimensionality reduction [3], which is the
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key to efficient data processing for classification tasks, and more. Several geometrical
tools, such as geodesics, connections, Ricci curvature, become readily available for
machine learning problems under the manifold hypothesis, and are especially effective
when employed in examining adversarial attacks [4–8] or knowledge transfer questions,
see [9, 10] and refs. therein.

More specifically, the rapidly evolving discipline of information geometry [11–14]
is now offering methods for discussing the above questions, once we cast them appro-
priately by relating the statistical manifold, i.e. the manifold of probability measures,
studied in information geometry with data manifolds (see [11, 15]). Data manifolds
have also been studied from a Riemannian geometric perspective by pullbacks of
the Fisher information metric on the probability simplex through simple families of
functions in the field of metric learning [16, 17].

In this paper, we are interested in a naturally emerging foliation structure on the
data space coming through the data information matrix (DIM), which is the analog of
the Fisher information matrix and in concrete experiments can be obtained by looking
at a deep learning neural network for classification tasks. As it turns out, the leaves
of such foliation are related with the dataset the network was trained with [15, 18].
Further work in [18] linked such study to the possible applications to knowledge
transfer.

The purpose of the present paper is to study and understand the data manifolds,
with Cartan moving frames method. Following the philosophy in [11], we want to equip
the manifolds coming as leaves of the above mentioned foliation, via a natural metric
coming through the data information matrix. As it turns out, the partial derivatives
of the probabilities allow us to naturally define the Cartan moving frame at each point
and are linked with the curvature of such manifold in an explicit way.

From a broader perspective, the work proposed here emphasizes the mathematical
relationship between the changes in the outputs of a neural network and the curvature
of the data manifolds. Furthermore, we show how this relationship can be exploited
to provide explanations for the responses of a given neural network. In critical sys-
tems, providing explanations to AI model decisions can sometimes be required or
mandatory by certification processes (see for example [19]). More generally, the field
of eXplainable Artificial Intelligence (AI) is a fast growing research topic that devel-
ops tools for understanding and interpreting predictions given by AI models [20]. In
Section 6 of this article, through simple experiments, we show how the DIM restricted
to the moving frame given by the neural network output probability partial deriva-
tives can be used to understand the local geometry of trained data. Specifically, in
the case of the MNIST handwritten digits dataset [21] and CIFAR10 animals / vehi-
cles dataset [22] by displaying the restricted DIM in the form of images, we are able
to understand, starting from a given data point, which classes are easily reachable by
the neural networks or not.

The organization of the paper is as follows.
In Section 2, we briefly recap some notions on information geometry and some

key known results that we shall need in the sequel. Our main reference source will be
[13, 14].
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In Section 3, we take advantage of the machinery developed by Cartan (see [23, 24])
and define moving frames on the data manifolds via the partial derivatives of the
probabilities.

In Section 4 and 5, we relate the probabilities with the curvature of the leaves, by
deriving the calculations of the curvature forms in a numerically stable way.

Finally in Section 6, we consider some experiments on MNIST and CIFAR10
elucidating how near a data point, some partial derivatives of the probabilities become
more important and the metric exhibits some possible singularities.

Acknowledgements. We thank Emanuele Latini, Sylvain Lavau for helpful dis-
cussions. This research was supported by Gnsaga-Indam, by COST Action CaLISTA
CA21109, HORIZON-MSCA-2022-SE-01-01 CaLIGOLA, MSCA-DN CaLiForNIA -
101119552, PNRR MNESYS, PNRR National Center for HPC, Big Data and Quan-
tum Computing, INFN Sezione Bologna. ET is grateful to the FaBiT Department of
the University of Bologna for the hospitality.

2 Preliminaries
The neural networks we consider are classification functions

N : X × Θ −→
{

p ∈ RC ;
∑

k

pk = 1, pk > 0
}

,

from the spaces of data X and weights (or parameters) Θ, to the space of parame-
terized probability densities p (y | x, θ) over the set of labels Y, where x ∈ X is the
input, y ∈ Y is the target label and θ ∈ Θ is the parameter of the model. For instance
θ are the weights and biases in a perceptron model predicting C classes, for a given
input datum x.

We may assume both the dataspace X and the parameter space Θ to be (open)
subsets of euclidean spaces, X ⊂ Rd, Θ ⊂ Rn, though it is clear that in most practical
situations only a tiny portion of such open sets will be effectively occupied by data
points or parameters of an actual model.

In the following, we make only two assumptions on N :

N = softmax ◦ s (H1)
∀i, j, k, ∂xi

∂xj
sk(x) = 0, ∀x ∈ X \ A (H2)

where s is called a score function, A is a nowhere dense set and softmax is the func-
tion (ai)i 7→ (eai/

∑
k eak )i. We detail why these assumptions are important in the

following sections.
Examples of neural networks that satisfies these assumptions are feed-forward

multi-layer perceptrons, or convolutional neural networks, with ReLU activation func-
tions or variants such as leaky ReLU, or any piecewise linear activation functions.
These kind of architectures are popular within the machine learning community.
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A most important notion in information geometry is the Fisher-Rao matrix F ,
providing in some important applications, a metric on the space Θ:

F = (fij) :=
(
Ey|x,θ

[
∂θi ln p(y | x, θ)∂θj ln p(y | x, θ)

])
, 1 ≤ i, j ≤ n.

We now give in analogy to F the data information matrix D (DIM for short), defined
in a similar way.
Definition 2.1. We define data information matrix D = (Dij) for a point x ∈ X and
a fixed model θ ∈ Θ to be the following symmetric matrix:

Dij(x) = Ey|x,θ

[
∂xi ln p(y | x, θ)∂xj ln p(y | x, θ)

]
, 1 ≤ i, j ≤ d.

In the data information matrix, the derivative is taken with respect to the input x
and not with respect to the parameter θ as in the Fisher matrix. Hence, D is a d × d
matrix - d the dimension of the dataspace - which makes it possible the study of the
relationship between input-output changes in the neural network.1
Observation 2.2. In what follows, we will use the notation pk(x) := p (yk | x, θ) in
the case of classification into a finite set Y = {y1, . . . , yC}. We then concatenate these
values in the vector p(x) = (pk(x))k=1,...,C . In practice, p(x) = N(x).

We omit the dependence in θ as the parameters remain unchanged during the rest
of the paper. We shall omit the dependence in x too in long computations for easier
reading.

As one can readily check, we have that:

Dij(x) =
∑

k

1
pk(x)∂xipk(x)∂xj pk(x). (1)

In the following, we will use ∂i, the canonical basis of TX associated to the
coordinates xi, and the Einstein summation notation.
Remark 2.3. Notice the appearance of the probability pi at the denominator in
the expression of D. Since p(y | x, θ) is an empirical probability, on data points it
may happen that some of the pk(x) are close to zero, giving numerical instability in
practical situations. We shall comment on this problem and how we may solve it, later
on.

We have the following result [15], we briefly recap its proof, for completeness.
Theorem 2.4. The data information matrix D(x) is positive semidefinite, moreover

ker D(x) =
(

spank=1,...,C

{∑
i

∂i ln pk(x)∂i

})⊥

with ⊥ taken w.r.t. the Euclidean scalar product on TX . Hence, the rank of D is
bounded by C − 1, with C the number of classes.

1Note that D can be retrieved as the pullback of the Fisher metric on the (C − 1)-simplex by the neural
network N .
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Proof. To check semipositive definiteness, let u ∈ TxX . Then,

uT D(x)u =
∑
i,j

uiujEy|x,θ [∂i ln p (y | x, θ) ∂j ln p (y | x, θ)]

= Ey|x,θ

∑
i

ui∂i ln p (y | x, θ)
∑

j

uj∂j ln p (y | x, θ)


= Ey|x,θ

[
⟨∂i ln p (y | x, θ) ∂i, u⟩2

e

]
.

For the statement regarding kernel and rank of D(x), we notice that uT D(x)u =
0, whenever u ∈

(
spank=1,...,C {

∑
i ∂i ln pk(x)∂i}

)⊥, where ⟨·, ·⟩e and ⊥ refer to the
Euclidean metric. Besides,

∑
k pk = 1 =⇒

∑
ik ∂ipk = 0, hence the rank bounded by

C − 1 and not C.

This result prompts us to define the distribution:

x 7→ Dx := span
{∑

i

∂ipk (x) ∂i, k = 1, . . . , C − 1
}

. (2)

For popular neural networks (satisfying H1 and H2), the distribution D turns to
be integrable in an open set of Rd, hence it defines a foliation. This matter has been
discussed in [18].
Theorem 2.5. Let θ be the weights of a neural network classifier N satisfying H1
and H2, associated with the vector p given by softmax. Assume D has constant rank.
Then, at each smooth point x of N there exists a local submanifold L of X , such that
its tangent space at x, TxL = D.

In particular, given a dataset (e.g. MNIST), we call data leaf a leaf of such foliation
containing at least one point of the dataset. In [18] the significance of such leaves is
fully explored from a geometrical and experimental point of view. More specifically,
Thm. 3.6 in [18] shows that the open set in Thm 2.5 is dense in the dataspace X .

In the next sections we shall focus on the geometry of this foliation in the data
space.

3 Cartan moving frames
In this section we first review some basic notions of Cartan’s approach to differen-
tiable manifolds via the moving frames point of view and then we see some concrete
application to our setting. A more detailed introduction to the Cartan moving frames
approach can be found in Appendix A.
Definition 3.1. Let E → L be a C∞ vector bundle over a smooth manifold L. A
connection on E is a bilinear map:

∇ : X (L) × Γ (E) → Γ (E)
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such that

∇v(fs) = df(v)s + f∇vs, v ∈ X (L) , f ∈ C∞(L), s ∈ Γ (E)

where X (L) are the vector fields on L and Γ (E) the sections of the vector bundle E.
We shall be especially interested to the case, E = TL the tangent bundle to

a leaf L of a suitable foliation (Thm. 2.5). Our framework is naturally set up to
take advantange of Cartan’s language of moving frames [23]. Before we give this key
definition, let us assume our distribution D as in (2) to be smooth, constant rank
and integrable. This assumption is reasonable, since it has been shown in [18] that,
for neural networks with ReLU non linearity, D satisfies these hypotheses in a dense
open subset of the dataspace.

Definition 3.2. We define the data foliation FD, the foliation in the data space X
defined by the distribution D as in Equation 2 and data leaf a leaf Lx of F containing
at least one data point i.e. a point of the data set the network was trained with.

If ⟨·, ·⟩D denotes the symmetric bilinear form defined by the data information
matrix D as in Def. 2.1 in the dataspace, by the very definitions, when we restrict
ourselves to the tangent space to a leaf L of F , we have that ⟨·, ·⟩L := ⟨·, ·⟩D |L is
a non degenerate inner product (Prop. 2.4 and Thm. 2.5). Hence it defines a metric
denoted gD.

Definition 3.3. Let the notation be as above and let L be a fixed leaf in FD. At
each point x ∈ L, we define (ek :=

∑
i ∂ipk(x)∂i)(k=1,...C−1) to be a frame for TxL.

The symmetric bilinear form gD defines a Riemannian metric on L, that we call data
metric.

Let ∇ be the Levi-Civita connection with respect to the data information metric.

Definition 3.4. The Levi-Civita connection

∇Xej =
∑

i

ωi
j(X)ei (3)

defines ωi
j , which are called the connection forms and ω the connection matrix relative

to the frame (ei).

The Levi-Civita connection is explicitly given by (see [23] pg 46):

2gD (∇eaeb, ec) = ea

(
gD (eb, ec)

)
+ eb

(
gD (ec, ea)

)
− ec

(
gD (ea, eb)

)
− gD (ea, [eb, ec]) + gD (eb, [ec, ea]) + gD (ec, [ea, eb]) . (4)

To explicitly compute the connection forms ωi
j(ek) we need to define

Ca,b,c := gD (∇eaeb, ec) (5)
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then we have by definition that

Ca,b,c =
∑

i

ωi
b (ea) gD (ei, ec) .

Define the matrix D̂ =
(
gD (ei, ej)

)
i,j=1,...,C−1. This is the matrix of the metric

gD (·, ·) restricted to a leaf L for the basis given by a frame. We shall see an interesting
significance for the matrix D̂ in the experiments in Section 6. Hence:∑

i

D̂l,iω
i
j (ek) = Ck,j,l.

This gives, in matrix notation:

ωi
j (ek) =

(
D̂−1Ck,j,·

)
i
. (6)

The curvature tensor R is given by:

R(X, Y )ej =
∑

i

Ωi
j(X, Y )ei

where Ωi
j is a 2-form on TX , alternating and D-bilinear called the curvature form

(matrix) of the connection ∇ relative to the frame (ei) on TX .

To compute R we shall make use of the following result found in [23] Theorem 11.1.

Proposition 3.5. The curvature form Ω is given by:

Ωi
j (X, Y ) =

(
dωi

j

)
(X, Y ) +

∑
k

ωi
k ∧ ωk

j (X, Y ) .

By using all the previous propositions and definitions, we will see in the following
sections how we can numerically compute the curvature for a neural network with a
softmax function on the output.

It is useful to recall some formulae. If α and β are C∞ 1-forms and X, Y are C∞

vector fields on a manifold, then

(α ∧ β) (X, Y ) = α(X)β(Y ) − α(Y )β(X) (7)

and
(dα) (X, Y ) = Xα(Y ) − Y α(X) − α ([X, Y ]) . (8)

4 The Curvature of the Data Leaves
Computing in practice the curvature of a manifold with many dimensions is often
intractable though essential for many tasks. This is why we are interested in computing
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the curvature just for the data leaves. In this section and the following one, we derive
the curvature form calculations to obtain a formula linking curvature and first-order
derivative of the network (i.e. the frame ek), without double automatic differentiation
or division by pi which might be close to zero, especially on data points, and could
cause problems in practical implementation. Expressing the curvature with respect to
the first-order derivative of the network can give information on the magnitude of the
curvature coefficients when N is almost constant in some region of the dataspace.

Notice that, since in our frame (ek :=
∑

i ∂ipk (x) ∂i), we have
∑

i ∂i ln pk(x)∂i =
1

pk(x)
∑

i ∂ipk(x)∂i = 1
pk(x) ek, we may forget the logarithm in the computations as it

contributes only by a scalar factor.
Let U = (

∑
k ∂kpi∂kpj)i,j be the matrix of the dot products of the partial

derivatives of the probabilities.
With this notation, if P = diag {pk, k = 1, . . . , C}, then

D̂a,b =
(
UP −1U

)
a,b

.

Besides, if J(p) =
(

∂pa

∂xi

)
a=1,...,C
i=1,...,d

is the Jacobian matrix of first order derivatives,

then U = J(p)J(p)T .
Notice that P might not be numerically invertible, whenever some classes are very

unlikely and thus with a probability close to zero. The goal of this section, and the
following one, is thus to derive the computations of the curvature forms in a way that is
numerically stable. This will allow us to implement the curvature forms computations
on a computer.

Proposition 4.1. Let the notation be as above. We have:

[ea, eb] = H (pb) ea − H (pa) eb (9)

with H (f) = (∂i∂jf)i,j=1,...,d the matrix of second order partial derivatives.

Proof. First, recall that
[
uk∂k, vl∂l

]
=
(

uk ∂vl

∂xk − vk ∂ul

∂xk

)
∂l. Thus, with uk = ∂pa

∂xk and
vl = ∂pb

∂xl we get:

[ea, eb] =
(∑

k

∂pa

∂xk

∂2pb

∂xk∂xl
−
∑

k

∂pb

∂xk

∂2pa

∂xk∂xl

)
∂l

= H (pb) ea − H (pa) eb.

Proposition 4.2. If s represent the score vector, i.e. the output of the neural network
before going through the softmax function then, for all j = 1, . . . , C,

∂jpi =
∑

k

pi (δik − pk) ∂jsk and ∂j ln pi =
∑

k

(δik − pk) ∂jsk. (10)
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In term of Jacobian matrices, this rewrites as

J (p) =
(
P − ppT

)
J (s) .

Proof. This is simply due to the fact that p = softmax (s) and that the derivative of
the softmax function is ∂softmax(x)i

∂xk
= softmax(x)i (δi,k − softmax(x)k).

We now give other formulae for the second order partial derivatives of the
probabilities.

Proposition 4.3. Let the notation be as above. We have:

H (pa)ij = ∂ipa∂jpa

pa
− pa

C∑
k=1

∂ipk∂jsk. (11)

Proof.

H (pa)ij = ∂i (∂jpa) = ∂i

(∑
k

pa (δik − pk) ∂jsk

)
= ∂ipa

∑
k

(δak − pk) ∂jsk︸ ︷︷ ︸
= 1

pa
∂jpa

+pa

∑
k

∂i ((δak − pk) ∂jsk)

= 1
pa

∂ipa∂jpa + pa

∑
k

(δak − pk) H (sk) − pa

∑
k

∂ipk∂jsk.

But H (sk) = 0 almost everywhere by H2.

However, with this form, the probability at the denominator will cause some insta-
bility problems, whenever the network is sufficiently trained. Thus, we express H (pa)
in another form below.

Proposition 4.4. Let the notation be as above. We have:

H (pa)ij =
∑

k

[(δak − pk) ∂ipa − pa∂ipk] ∂jsk

= pa

∑
k

[
(δak − pk)

∑
l

(δal − pl) ∂isl − ∂ipk

]
∂jsk.

Proof. The proof is a straightforward combination of Equation 10 and Equation 11.
We simply need to replace ∂ipa twice in the expression 11 by 10.

Lemma 4.5.
ea (D) (x) = J(s)T AaJ(s) (12)
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with
(Aa)kl =

∑
i

∂ipa ((δkl − pl) ∂ipk − pk∂ipl)

Proof.

ea (D) (x) =
∑

i

∂ipa∂iD(x)

=
∑

i

∂ipa∂i

(
J(s)T

(
P − ppT

)
J(s)

)
=
∑

i

∂ipaJ(s)T ∂i

(
P − ppT

)
J(s) because H (sk) = 0.

Indeed, H (sk) = 0 for all k almost everywhere by H2. Then at the indexes k, l, we get:

∂i

(
P − ppT

)
kl

= ∂i (pkδkl − pkpl)
= δkl∂ipk − pl∂ipk − pk∂ipl.

Thus, by multiplying with ∂ipa and summing over i, it gives the expression of Aa.

Proposition 4.6. Recall that the neural network satisfies H2, then

ea

(
gD (eb, ec)

)
= Ma,c,b + Ma,b,c + (J(s)eb)T

AaJ(s)ec

with

Ma,b,c = (H (pb) ea)T
J(s)T

(
P − ppT

)
J(s)ec.

Proof. The proof is straightforward.

ea

(
gD (eb, ec)

)
=
∑

i

∂ipa∂i

(
eT

b D(x)ec

)
=
∑

i

∂ipa∂i

(
eT

b

)
D(x)ec +

∑
i

∂ipaeT
b ∂i (D(x)) ec

+
∑

i

∂ipaeT
b D(x)∂iec

= eT
a H (pb)T

D(x)ec + eT
b ea (D(x)) ec + eT

b D(x)H (pc) ea

= Ma,b,c + eT
b J(s)T AaJ(s)ec +

(
eT

a H (pc)T
D(x)eb

)T

= Ma,b,c + eT
b J(s)T AaJ(s)ec + (Ma,c,b)T

.

And Ma,c,b is a scalar, thus MT
a,c,b = Ma,c,b, hence the result.
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Then, we use the following proposition to remove the second order derivative in
M . An alternative formula for this expression is given in B.1. This facilitates the
computations with automatic differentiation methods.
Proposition 4.7.

H (pa) eb =

∑
k,i

(δak − pk) (∂isk∂ipb)

 ea −
∑
k,i

pa (∂isk∂ipb) ek. (13)

Proof.

H (pa) eb =
∑

i

(∑
k

((δak − pk) ∂jpa − pa∂jpk) ∂isk

)
∂ipb

=
∑

i

(∑
k

(δak − pk) ∂jpa∂isk

)
∂ipb − pa

∑
i

(∑
k

∂jpk∂isk

)
∂ipb

=

∑
k,i

(δak − pk) ∂isk∂ipb

 ∂jpa − pa

∑
k,i

(∂isk∂ipb) ∂jpk.

Proposition 4.8.

gD (ea, [eb, ec]) =
∑
i,j,k

∂ipaD(x)ij (∂j∂kpc∂kpb − ∂j∂kpb∂kpc) . (14)

Proof. Straightforward from the previous propositions and lemmas.

With all these propositions, the connection forms can be computed directly without
numerical instabilities.

5 Computation of the curvature forms
In this section we conclude our calculation of the curvature forms. In Prop. 3.5 we
wrote the explicit expression for the curvature form as:

Ω (X, Y ) = (dω) (X, Y ) + ω ∧ ω (X, Y ) . (15)

where ω denotes the (Levi-Civita) connection form. To ease the reading we go back
to notation of Section 3 and we set:

ek :=
∑

i

∂ipk (x) ∂i, for k = 1, . . . , C − 1.

11



We then can express explicitly the connection form as:

∇Xej =
∑

ωi
j(X)ei.

The wedge product of the connection forms in (15) can thus be easily computed with
the propositions of the previous section, because of formula (7) report here:

(ω ∧ ω) (X, Y ) = ω(X)ω(Y ) − ω(Y )ω(X). (16)

The exterior derivative of ω remains to be computed and it is more complicated.
We recall the formula (8):

(dω) (X, Y ) = Xω(Y ) − Y ω(X) − ω ([X, Y ]) . (17)

The last term is computed via the following proposition.

Proposition 5.1. Let the notation be as above. Then:

ωi
j ([ea, eb]) =

∑
k,l

(δbk − pk) (∂lsk∂lpa)

ωi
j (eb)

−

∑
k,l

(δak − pk) (∂lsk∂lpb)

ωi
j (ea)

−
∑
k,l

(∂lsk (pb∂lpa − pa∂lpb)) ωi
j (ek) .

Proof.

ωi
j ([ea, eb]) = ωi

j (H (pb) ea) − ωi
j (H (pa) eb) .

Besides,

ωi
j (H (pa) eb) = ωi

j

∑
k,l

(δak − pk) (∂lsk∂lpb)

 ea −
∑
k,l

pa (∂lsk∂lpb) ek


=

∑
k,l

(δak − pk) (∂lsk∂lpb)

ωi
j (ea) −

∑
k,l

pa (∂lsk∂lpb) ωi
j (ek) .

Thus,

ωi
j ([ea, eb]) =

∑
k,l

(δbk − pk) (∂lsk∂lpa)

ωi
j (eb)
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−

∑
k,l

(δak − pk) (∂lsk∂lpb)

ωi
j (ea)

−
∑
k,l

(∂lsk (pb∂lpa − pa∂lpb)) ωi
j (ek) .

We now tackle the question of determining the first two terms in (8).
Observation 5.2. We notice that to compute ea

(
ωi

j (eb)
)
, we can use the fact that:

ea

(
gD (∇eb

ec, ed)
)

= ea

(∑
i

ωi
c (eb) gD (ei, ed)

)
=
∑

i

ea

(
ωi

c (eb)
)

gD (ei, ed) +
∑

i

ωi
c (eb) ea

(
gD (ei, ed)

)
⇐⇒

∑
i

D̂d,iea

(
ωi

c (eb)
)

= ea

(
gD (∇eb

ec, ed)
)

−
∑

i

ωi
c (eb) ea

(
gD (ei, ed)

)
︸ ︷︷ ︸

Na,b,c,d

⇐⇒ ea (ω·
c (eb)) = D̂−1Na,b,c,·.

Hence we need to compute: eagD (∇eb
ec, ed).

Theorem 5.3. The expression of the curvature is given by:

Ωi
j (ea, eb) =

(
D̂−1Na,b,j,·

)
i
−
(

D̂−1Nb,a,j,·

)
i
− ωi

j ([ea, eb])

+
∑

k

[
ωi

k (ea) ωk
j (eb) − ωi

k (eb) ωk
j (ea)

]
(18)

where Na,b,c,· = (Na,b,c,d)d=1,...,C−1 is the vector defined in Observation 5.2 by
ea

(
gD (∇eb

ec, ed)
)

−
∑

i ωi
c (eb) ea

(
gD (ei, ed)

)
for d = 1, . . . , C − 1, and where D̂ =(

gD (ei, ej)
)

i,j=1,...,C−1 is the matrix of pairwise metric products of the frame.

We report the lemmas needed to compute the tensor Na,b,c,d in Appendix C.
Remark 5.4. The practical computation of the curvature forms involves some matrix
multiplication, inversion and the computation of the first order derivatives of the net-
work which can be done with automatic differentiation [25]. The most time consuming
operation is the differentiation of the network as it scales with the number of layers
(thus the complexity of the task to learn), with the input dimension and with the
number of classes. Improving the efficiency of this computation is left as future work.

6 Experiments
To understand why the frame ea =

∑
i ∂ipa∂i and the DIM were chosen to compute

the connection and curvature forms, we shall focus on experiments on the MNIST

13



and the CIFAR10 datasets. As we will see, this frame and the DIM can provide some
explanations to the response of the neural network.2

Note that in this section, we focus on the DIM and the frame (ea)C−1
a=1 . We do not

inspect the connection or curvature forms and leave them for future work.
The MNIST dataset is composed of 60k train images of shape 28 × 28 pixels

depicting handwritten digits between 0 and 9, and the CIFAR10 dataset is composed
of 60k RGB train images of shape 32×32 classified in 10 different classes (see Table 1).

Table 1: Correspondence index - class of the CIFAR10 dataset.
No. 0 1 2 3 4 5 6 7 8 9

Class airplane automobile bird cat deer dog frog horse ship truck

On Figure 1 are represented various input points x from the MNIST training set
and the corresponding matrix3 D̂x = (gx (ea, eb))a,b=1,...,C . The neural network used
in this experiment is defined as stated in Table 2. This network has been trained on the
test set of MNIST with stochastic gradient descent until convergence (98% accuracy
on the test set).

On Figure 1, it can be seen that the matrices D̂x have only a few main components
indicating which probabilities are the easiest to change. A large (positive) component
on the diagonal at index i suggests that one can increase or decrease easily pi(x) by
moving in the directions ±ei. A negative (resp. positive) component at position (i, j)
indicates that, starting from the image x, classes i and j are in opposite (resp. the
same) directions: increasing pi(x) will most likely decrease (resp. increase) pj(x).

For instance, the first image on the top left is correctly classified as a 2 by the
network, but since the coefficient (3, 3) of matrix D̂ is positive too, it indicates that
class 3 should be easily reachable. This makes sense, as the picture can also be inter-
preted as a part of the 3 digit. Negative coefficients at (3, 2) and (2, 3) thus indicates
that going in the direction of a 3 will decrease the probability of predicting a 2. On
the second picture, the same phenomenon arises but with classes 2 and 8. Indeed, the
buckle in the bottom part of the picture brings it closer to an 8.
Remark 6.1. Be careful as teal colored coefficients on Figure 1 and Figure 2 are not
exactly zero but rather very low compared to the few main ones that are yellow and
purple.

On Figure 2 are represented various input points x from the CIFAR10 training set
and the corresponding matrix D̂x = (gx (ea, eb))a,b=1,...,C . The neural network used in
this experiment is defined as stated in Table 3. This network has been trained on the
test set of CIFAR10 with stochastic gradient descent until convergence (84% accuracy
on the test set).

2The code used to produce these results is available at https://github.com/eliot-tron/curvcomputenn/.
3We plot here the matrix D̂ with a, b going up to C, and not C − 1, to represent all the classes and have

an easier interpretation.

14

https://github.com/eliot-tron/curvcomputenn/


Table 2: Architecture of the neural network trained on MNIST.
No. Layers (sequential)

(0): Conv2d(1, 32, kernel size=(3, 3), stride=(1, 1))
(1): ReLU()
(2): Conv2d(32, 64, kernel size=(3, 3), stride=(1, 1))
(3): ReLU()
(4): MaxPool2d(kernel size=2, stride=2, padding=0, dilation=1)
(5): Flatten()
(6): Linear(in features=9216, out features=128, bias=True)
(7): ReLU()
(8): Linear(in features=128, out features=10, bias=True)
(9): Softmax()

On Figure 2, it can be seen that the matrices D̂x have only a few main components
indicating which probabilities are the easiest to change, i.e. with a similar behavior
as seen above for MNIST. The interpretation of matrix D̂ then is identical.

For instance, the first image on the top left is correctly classified as a dog (class
No. 5) by the network, but since the coefficient (3, 3) of matrix D̂ is positive too, it
indicates that class No. 3 “cat” should be easily reachable. This makes sense since dogs
and cats form a subclass of similar little animals. Negative coefficients at (3, 2) and
(2, 3) thus indicates that going in the direction of the cat will decrease the probability
of predicting a dog. There are also positive coefficients at (3, 7) and (7, 3) indicating
that going in the direction of the cat should also slightly increase the probability of
seeing a horse. Again, this makes sense as they all belong in the animal subclass.

On the second picture, the dog can be transformed into a cat or a frog, probably
because of the green cloth around its neck.

More experiments can be found in Appendix D with full details to ensure
reproducibility.

7 Conclusion
In this study, we have shown that analyzing the geometry of the data manifold of
a neural network using Cartan moving frames is natural and practical. Indeed, from
the Fisher Information Matrix, we define a corresponding Data Information Matrix
that generates a foliation structure in the data space. The partial derivatives of the
probabilities learned by the neural network define a Cartan moving frame on the
leaves of the data manifold. We detail how the moving frame can be used as a tool to
provide some explanations on the classification changes that can easily happen or not
around a given data point. Experiments on the MNIST and CIFAR datasets confirm
the relevance of the explanations provided by the Cartan moving frames and the
corresponding Date Information Matrix. For very large neural network, the theory still
holds. However, the method might be limited by the computational requirements of
the partial derivatives calculation for each class (usually obtained through automatic
differentiation). We believe that combining the moving frame, the connection and the
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Fig. 1: Couples of input point x (above) and the corresponding matrix D̂(x) =(
gD

x (ea, eb)
)

a,b=1,...,C
(below) on MNIST.

curvature forms should provide new insights to build more advanced explainable AI
tools. This is work in progress.
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Table 3: Architecture of the neural network trained on CIFAR10.
No. Layers (sequential)

(0): Conv2d(3, 64, kernel size=(3, 3), stride=(1, 1), padding=(1, 1))
(1): BatchNorm2d(64, eps=1e-05, momentum=0.1)
(2): ReLU()
(3): MaxPool2d(kernel size=2, stride=2, padding=0, dilation=1)
(4): Conv2d(64, 128, kernel size=(3, 3), stride=(1, 1), padding=(1, 1))
(5): BatchNorm2d(128, eps=1e-05, momentum=0.1)
(6): ReLU()
(7): MaxPool2d(kernel size=2, stride=2, padding=0, dilation=1)
(8): Conv2d(128, 256, kernel size=(3, 3), stride=(1, 1), padding=(1, 1))
(9): BatchNorm2d(256, eps=1e-05, momentum=0.1)

(10): ReLU()
(11): Conv2d(256, 256, kernel size=(3, 3), stride=(1, 1), padding=(1, 1))
(12): BatchNorm2d(256, eps=1e-05, momentum=0.1)
(13): ReLU()
(14): MaxPool2d(kernel size=2, stride=2, padding=0, dilation=1, ceil mode=False)
(15): Conv2d(256, 512, kernel size=(3, 3), stride=(1, 1), padding=(1, 1))
(16): BatchNorm2d(512, eps=1e-05, momentum=0.1)
(17): ReLU()
(18): Conv2d(512, 512, kernel size=(3, 3), stride=(1, 1), padding=(1, 1))
(19): BatchNorm2d(512, eps=1e-05, momentum=0.1)
(20): ReLU()
(21): MaxPool2d(kernel size=2, stride=2, padding=0, dilation=1, ceil mode=False)
(22): Conv2d(512, 512, kernel size=(3, 3), stride=(1, 1), padding=(1, 1))
(23): BatchNorm2d(512, eps=1e-05, momentum=0.1)
(24): ReLU()
(25): Conv2d(512, 512, kernel size=(3, 3), stride=(1, 1), padding=(1, 1))
(26): BatchNorm2d(512, eps=1e-05, momentum=0.1)
(27): ReLU()
(28): MaxPool2d(kernel size=2, stride=2, padding=0, dilation=1, ceil mode=False)
(29): AvgPool2d(kernel size=1, stride=1, padding=0)
(30): Linear(in features=512, out features=10, bias=True)
(31): Softmax(dim=1)

Data availability
Data sets used in this article can be found online at:
• MNIST dataset [21]: https://yann.lecun.com/exdb/mnist/
• CIFAR10 dataset [22]: https://www.cs.toronto.edu/∼kriz/cifar.html
• Code: https://github.com/eliot-tron/curvcomputenn/

We used Python and PyTorch to access these data.
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A Cartan moving frames
In this appendix we briefly review the notion of moving frames for differentiable
manifolds, highlighting the key geometric properties, with some pictures to help the
intuition. For more details see [23] and [26].

The theory of Cartan moving frames (repère mobile) stems from the Frenet– Serret
frame theory, which lead to the celebrated Frenet-Serret formulas, developed inde-
pendently by Frenet and Serret, in the XIX century, to describe the motion of a
particle on a curve in R3. In fact, given smooth curve γ in R3, a Frenet-Serret frame
is an orthonormal basis of R3 attached at each point of γ and consisting of the (nor-
malized) tangent, normal and conormal vectors (see Fig. 3), obtained via subsequent
derivations of the curve γ.

Notice that, once we give the curve γ, the definition of its Frenet-Serret frame is
independent from the coordinates of R3; it is in fact an “intrinsic” reference frame for
R3, associated to each point of the curve.

The notion of moving frames is a far reaching generalization of Frenet-Serret
frames, where we replace the smooth curve γ, with a smooth manifold M .

Definition A.1. We define a moving frame on a differentiable manifold M a collection
of vector fields e1, e2, . . . , en, which are a basis of TpM , the tangent space at each
point p ∈ M . (see Fig. 4). We also ask such collection to be varying smoothly with
the point p in M . The assignment of a moving frame at each point p ∈ M is called a
soldering form θ : TpM −→ Rn.

Hence, once a soldering form is given, we have an intrinsic point of view on the
geometry of a manifold and we can, in some sense, effectively replace the notion of
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Fig. 3: Frenet-Serret Frames

local coordinates. Such point of view was successfully exploited to describe, in a local
coordinate free manner, some physical theories, most notably general relativity, see
[27].

In Riemannian geometry, we take the moving frames to be orthonormal frames,
that is, at each point p ∈ M the frame is an orthonormal basis of TpM , with respect
to the metric on the manifold.

In our application, that is the geometry of the data manifold L, such moving
frame comes naturally from the neural network and it is given by the gradients of the
probability output, so that we immediately have a soldering form on L as follows:

θ : TpL −→ RC−1, ei 7→ ∇pi (19)

Moreover we have a natural Riemannian metric on the data leaf via the DIM (data
information matrix). The soldering form defines uniquely (Prop. 1.1 pg 378 in [26]) a
matrix of one forms ω = (ωi

j), called (evocatively) spin connection. So we can actually
view the formula in Def. 3.4 in two equivalent ways:

1. Given our soldering form θ on the Riemannian manifold L as in (19), we have a
spin connection ω which gives the Levi Civita connection by the formula (see (3)
in the main text):

∇Xej =
∑

i

ωi
j(X)ei

2. Given the metric via the DIM on the data leaf, we can compute its (unique) Levi
Civita connection and this will give us ω the spin connection, via the above formula.
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We choose to take the second point of view in our paper, to avoid introducing too
much terminology and results in moving frames theory, since we prefer to rely on the
correspondence between Levi-Civita connections and metrics, possibly more familiar
to most readers.

These equivalent ways to view the Levi Civita connection is an illustration of the
power of the moving frames method as a coordinate independent way to approach
Riemannian geometry. We can indeed compute the curvature form as:

Ω (X, Y ) = (dω) (X, Y ) + ω ∧ ω (X, Y ) . (20)

as we reported in (15) in the main text. Such curvature form is linked with the usual
Riemannian curvature tensor via the equation:

R(X, Y )ej =
∑

Ωi
j(X, Y )ei

(see [26] pg 379).

For more details on the method of moving frames and its link with the equivalent
theory of Riemannian geometry making use of local coordinates, we invite the reader
to consult [26] App. B.

B An auxiliary lemma
We report here, for convenience, an alternative formula for the expression used in 4.6.
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Proposition B.1. Recall that U = (ui,j) =
(
⟨ei, ej⟩e

)
i,j

. Then

ea

(
gD (eb, ec)

)
=

∑
j

uajubjucj
1
p2

j

+
(

uab

pb
+ uac

pc

)∑
j

1
pj

ubjucj

−
∑

j

(ucjpb + ubjpc) 1
pj

∑
k,i

(∂ipa∂isk) ujk

−
∑

i

(∂ipa∂isk) (ucjubk + ubjuck) .

Notice that on the second line, we recognise the expression of gD (eb, ec) for the sum.

Proof.

ea

(
gD (eb, ec)

)
=
∑

i

∂ipa∂i

(
gD (eb, ec)

)
=
∑

i

∂ipa∂i

∑
j

1
pj

ubjucj


=
∑
i,j

∂ipa

((
∂i

1
pj

)
ucjubj + 1

pj
(∂iubj) ucj + 1

pj
ubj (∂iucj)

)
.

Now we compute ∂iubj :

∂iubj = ∂i

(∑
l

∂lpb∂lpj

)
=
∑

l

(∂i∂lpb)︸ ︷︷ ︸
=H(pb)i,l

∂lpj +
∑

l

∂lpb (∂i∂lpj)

=
∑

l

(
∂ipb∂lpb

pb
− pb

∑
k

∂isk∂lpk

)
∂lpj

+
∑

l

∂lpb

(
∂ipj∂lpj

pj
− pj

∑
k

∂isk∂lpk

)

=
∑

l

(
∂ipb

pb
+ ∂ipj

pj

)
uaj −

∑
l

(pa∂lpj + pj∂lpa)
∑

k

∂isk∂lpk.

Thus
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ea

(
gD (eb, ec)

)
=

∑
j

ubjucjuaj
−1
p2

j

+
∑

j

(
uab

pb
+ uaj

pj

)
1
pj

ubjucj

−
∑

j

1
pj

ucj

pb

∑
k,l

(∂lpa∂lsk) ujk + pj

∑
k,l

(∂lpa∂lsk) ubk


+
∑

j

(
uac

pc
+ uaj

pj

)
1
pj

ubjucj

−
∑

j

1
pj

ubj

pc

∑
k,l

(∂lpa∂lsk) ujk + pj

∑
k,l

(∂lpa∂lsk) uck

 .

To get a numerically stable expression for eagD (eb, ec), we can develop u with
Equation 10 and the probability at the denominator will cancel out with the one in
factor of Equation 10.

C Further computations of the curvature forms
In this section we report, for convenience, some lemmas necessary for the full
derivation of the curvature forms calculations.
Lemma C.1.

ea

(
eb

(
gD (ec, ed)

))
= ea (Mb,d,c) + ea (Mb,c,d) + ea

(
eT

c J(s)T AbJ(s)ed

)
. (21)

Proof.

ea

(
eb

(
gD (ec, ed)

))
= ea

(
Mb,d,c + Mb,c,d + eT

c J(s)T AbJ(s)ed

)
= ea (Mb,d,c) + ea (Mb,c,d) + ea

(
eT

c J(s)T AbJ(s)ed

)
.

Lemma C.2.

ea (Mb,c,d) = ea (H (pc) eb)T
D(x)ed

+ (H (pc) eb)T
J(s)T AaJ(s)ed

+ (H (pc) eb)T
D(x) (H (pd) ea) . (22)
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Proof.

ea (Mb,c,d) = ea

(
eT

b H (pc)T
D(x)ed

)
= ea (H (pc) eb)T

D(x)ed

+ (H (pc) eb)T
ea (D(x)) ed

+ (H (pc) eb)T
D(x)ea (ed)

= ea (H (pc) eb)T
D(x)ed

+ (H (pc) eb)T
J(s)T AaJ(s)ed

+ (H (pc) eb)T
D(x) (H (pd) ea) .

Lemma C.3.

ea (H (pc) eb) =
∑

k

[
− (uak)

(∑
i

∂isk∂ipb

)
ec

+ (δck − pk)

∑
i,j

∂isk∂i∂jpb∂jpa

 ec

+ (δck − pk)
(∑

i

∂isk∂ipb

)
H (pc) ea

]
−
∑

k

[
(uac)

(∑
i

∂isk∂ipb

)
ek

+ pc

∑
i,j

∂isk∂i∂jpb∂jpa

 ek

+ pc

(∑
i

∂isk∂ipb

)
H (pk) ea

]
.

Proof. The proof is straightforward by developing the following:

ea (H (pc) eb) = ea

((∑
k

(δck − pk)
(∑

i

∂isk∂ipb

))
ec −

∑
k

pc

(∑
i

∂isk∂ipb

)
ek

)
.

Lemma C.4.

ea

(
eT

c J(s)T AbJ(s)ed

)
= eT

a H (pc)T
J(s)T AbJ(s)ed
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+ eT
c J(s)T ea (Ab) J(s)ed

+ eT
c J(s)T AbJ(s)H (pd) ea.

Lemma C.5.

ea (Ab)kl = eT
a H (pb) ((δkl − pl) ek − pkel)
+
(
eT

a el

) (
eT

b ek

)
− pkeT

b el

+ eT
b ((δkl − pl) H (pk) ea − pkel)

+ (δkl − pl)
(
eT

b ek

)
−
(
eT

a ek

) (
eT

b el

)
.

Proof. The proof is straightforward by developing the following:

ea (Ab)kl =
∑

i

∂ipa∂i

(
eT

b ((δkl − pl) ek − pkel)
)

.

Lemma C.6.

ea

(
gD (eb, [ec, ed])

)
= eT

a H (pb) D(x) (H (pd) ec − H (pc) ed)
+ eT

b J(s)T AaJ(s) (H (pd) ec − H (pc) ed)
+ eT

b D(x) (Ba,d,c − Ba,c,d) .

(23)

with

Ba,c,d =
∑

k

[
− (uak)

(∑
i

∂isk∂ipd

)
ec

+ (δck − pk)

∑
i,j

∂isk∂i∂jpd∂jpa

 ec

+ (δck − pk)
(∑

i

∂isk∂ipd

)
H (pc) ea

− (uac)
(∑

i

∂isk∂ipd

)
ek

− pc

∑
i,j

∂isk∂i∂jpd∂jpa

 ek

− pc

(∑
i

∂isk∂ipd

)
H (pk) ea

]
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Proof of the lemma.

ea

(
gD (eb, [ec, ed])

)
= ea

(
eT

b D(x) (H (pd) ec − H (pc) ed)
)

= eT
a H (pb) D(x) (H (pd) ec − H (pc) ed)
+ eT

b J(s)T AaJ(s) (H (pd) ec − H (pc) ed)
+ eT

b D(x)ea (H (pd) ec − H (pc) ed).

Besides, ea (H (pd) ec) has already been computed previously.

D More experiments
In this section, we report some more experiments to ensure reproducibility. The
code used to compute the DIM is available at https://github.com/eliot-tron/
curvcomputenn/. The seed used for the following experiments is 42. On Table 4 and
Table 5, we report the extreme values of the matrix D̂(x) =

(
gD

x (ea, eb)
)

a,b=1,...,C

evaluated on six points of the test set of MNIST (see Figure 5) and CIFAR10 (see
Figure 6) respectively.

Table 4: Extreme values of the matrix D̂(x) =
(
gD

x (ea, eb)
)

a,b=1,...,C
evaluated

on MNIST.
Highest g(ea, eb) Second highest g(ea, eb) Lowest g(ea, eb)

Point indices value indices value indices value
x (a, b) D̂(x)a,b (a, b) D̂(x)a,b (a, b) D̂(x)a,b

n°0 (4, 4) 4.4510e-11 (9, 9) 4.1848e-11 (4, 9) and (9, 4) -4.3158e-11
n°1 (7, 7) 3.9485e-05 (3, 3) 3.3201e-05 (7, 3) and (3, 7) -3.6186e-05
n°2 (9, 9) 1.7384e-04 (8, 8) 1.4993e-04 (9, 8) and (8, 9) -1.6140e-04
n°3 (3, 3) 3.9730e-08 (5, 5) 3.3480e-08 (3, 5) and (5, 3) -3.6456e-08
n°4 (8, 8) 1.8038e-08 (5, 5) 1.4309e-08 (5, 8) and (8, 5) -1.6045e-08
n°5 (2, 2) 4.1834e-09 (8, 8) 3.5215e-09 (2, 8) and (8, 2) -3.8379e-09

Table 5: Extreme values of the matrix D̂(x) =
(
gD

x (ea, eb)
)

a,b=1,...,C
evaluated

on CIFAR10.
Highest g(ea, eb) Second highest g(ea, eb) Lowest g(ea, eb)

Point indices value indices value indices value
x (a, b) D̂(x)a,b (a, b) D̂(x)a,b (a, b) D̂(x)a,b

n°0 (6, 6) 8.9736e-01 (2, 2) 8.9682e-01 (6, 2) and (2, 6) -8.9709e-01
n°1 (8, 8) 1.7268e-25 (0, 0) 6.2142e-26 (8, 0) and (0, 8) -1.0334e-25
n°2 (9, 9) 4.4503e-15 (1, 1) 4.4414e-15 (1, 9) and (9, 1) -4.4458e-15
n°3 (7, 7) 1.1507e-23 (1, 1) 1.0181e-23 (7, 1) and (1, 7) -1.0822e-23
n°4 (3, 3) 8.8027e-02 (4, 4) 6.0344e-02 (4, 3) and (3, 4) -7.2665e-02
n°5 (0, 0) 4.0292e-17 (1, 1) 3.1293e-17 (1, 0) and (0, 1) -3.5203e-17
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Predicted: 4
with proba 1.000

Predicted: 7
with proba 0.996

Predicted: 9
with proba 0.995

Predicted: 3
with proba 1.000

Predicted: 8
with proba 1.000

Predicted: 2
with proba 1.000
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Fig. 5: Couples of input point x (above) and the corresponding matrix D̂(x) =(
gD

x (ea, eb)
)

a,b=1,...,C
(below) on MNIST used for Table 4 numbered from left to right

and from top to bottom.
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Predicted: frog
with proba 0.996

Predicted: ship
with proba 1.000

Predicted: truck
with proba 1.000

Predicted: horse
with proba 1.000

Predicted: cat
with proba 0.995

Predicted: airplane
with proba 1.000
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Fig. 6: Couples of input point x (above) and the corresponding matrix D̂(x) =(
gD

x (ea, eb)
)

a,b=1,...,C
(below) on CIFAR10 used for Table 5 numbered from left to

right and from top to bottom.
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