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Abstract. Artificial Intelligence and Robotics are trending domains these days.
Week after week, there are new impressive videos of robots who are walking, run-
ning or flipping, and AI agents performing complex tasks. Such achievements, in
addition to all that is happening in related areas, could make us think that the in-
troduction of robots into our daily lives may happen, if not tomorrow, in the near
future. But from our robotics research laboratory experience, this future is not for
tomorrow. But who actually knows?

In any case, regardless of what will happen, it is important to prepare and be
prepared for it, it is important to pursue interdisciplinary fundamental research,
it is important to place the Human at the heart of our research concerns. In this
paper, we propose a Fundamental and Holistic approach of Artificial Intelligence
and Robotics FOR, AMONG, WITH and BY Humans.
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1. Motivation

High-level Expert Group on Artificial Intelligence setup by the European Commission
proposed that [1]:

Artificial intelligence (AI) systems are software (and possibly also hardware) sys-
tems designed by humans that, given a complex goal, act in the physical or digital
dimension by perceiving their environment through data acquisition, interpreting the
collected structured or unstructured data, reasoning on the knowledge, or process-
ing the information, derived from this data and deciding the best action(s) to take to
achieve the given goal. AI systems can either use symbolic rules or learn a numeric
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model, and they can also adapt their behaviour by analysing how the environment is
affected by their previous actions.

and then that ”Robotics can be defined as ’AI in action in the physical world (also called
embodied AI)’.”

Artificial Intelligence and Robotics are trending domains these days. Week after
week, there are new impressive videos from Boston Dynamics2 of walking, running and
even flipping robots, while Agility Robotics3 prepares the next generation of robotics au-
tomation, and Google presents PALM-E4 [2] which takes advantage of Large Language
Model to perform complex tasks in the real world. Such achievements, in addition to all
that is happening in related areas, could make us think that the introduction of robots into
our daily lives may happen, if not tomorrow, in the near future. In the meantime, from
our research laboratory experience, this future is not for tomorrow. But who knows?

In any case, regardless of what will happen, it is important to prepare and be prepared
for it, it is important to pursue interdisciplinary fundamental research, it is important to
place the Human at the heart of our research concerns. At this point, we are convinced
that research exchange among experienced researchers from different domains is what is
needed and what will bring best results. What is necessary is to allow time to digest each
other’s research to build upon for the best of Artificial Intelligence and Robotics research
FOR, AMONG, WITH and BY Humans.

• Artificial Intelligence and Robotics FOR Humans: Humans should be at the heart
of our concerns. How to build trust and acceptance of those systems? How to en-
able transparency (i.e., being able to understand the why and how of every sys-
tem’s decisions)? How to consider human well-being using those systems (in par-
ticular, but not only regarding vulnerable user groups)? How to not hide possible
exploitation of humans for dataset generation, as well as preventing unattended
personal data collection?

• Artificial Intelligence and Robotics AMONG Humans: Systems are developed for
being used in our social world (at home, at work, etc.). How may these systems
model and understand these social contexts? What does it mean for a system/agent
to be ”social” (and does it make sense)? How to take care about bias and cultural
differences? How to consider the ethical dimension?

• Artificial Intelligence and Robotics WITH Humans: Systems (at least some of
them) are developed to be used during and for interaction with Humans. How
could we take advantage of models of human-human interaction such as joint
action (not to anthropomorphize, but to better understand human expectations)?
How to manage and exploit communication in all dimensions, from sensori-motor
to conversational ones? How to deal with knowledge management and consider
perspective taking?

• Artificial Intelligence and Robotics BY Humans: Those systems are developed by
us, roboticists, which means we are part of the equation. The work of the three first
axes will boost the development of our cognitive architecture for robotic systems,
but in the meantime, it is also our responsibility to take care of the concerns that
may be raised.

2https://www.bostondynamics.com/atlas
3https://agilityrobotics.com/
4https://palm-e.github.io/
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Our objectives are the following:

Propose a Fundamental and Holistic approach of Artificial Intelligence and
Robotics FOR, AMONG, WITH and BY Humans,
Inform and Participate to the Design and Implementation of the next gener-
ation of Robotic Cognitive Architecture FOR, AMONG, WITH and BY Hu-
mans.

Our contribution is related to the conference topic ”Prospects for the integration of
Humanities and Social Science research into research and development of technology”.
It proposes some insights regarding why progress in AI and robotics will make expertise
from Humanities indispensable, and also where and how the theoretical implications of
AI-driven social robots will create new relevance for philosophical (Humanities) exper-
tise.

2. Artificial Intelligence and Robotics FOR Humans

How to design systems that can operate in a responsible way FOR Humans?

In line with other works such as [3,4,5], the European Commission [6] proposes
ethical guidelines for trustworthy AI: ”Develop, deploy and use AI systems in a way that
adheres to the ethical principles of: respect for human autonomy, prevention of harm,
fairness and explicability”, ”Pay particular attention to situations involving more vulner-
able groups (...)”, ”Acknowledge that, while bringing substantial benefits to individuals
and society, AI systems also pose certain risks and may have a negative impact (...)”.
Considering these guidelines in the development of our systems is a challenge that we
need to tackle. Of course, several attempts exist.

Already in [7], Astrid Weiss proposed the USUS Evaluation Framework for Human-
Robot Interaction where the evaluation concerns were based on usability, social accep-
tance, user acceptance and societal impact. In [8], Virginia Dignum proposed the ART
framework for Accountability, Responsibility and Transparency and proposed the Design
for Values principle. In [9,10], Johanna Seibt proposed the Integrative Social Robotics
(ISR) framework. This framework defines five principles (the process principle, the qual-
ity principle, the complexity principle, the context principle, and the ”values first” prin-
ciples) to guide the design and the implementation of social robotics application (but the
proposed framework may have broader applications). A complete design-implementation
of the framework has been described in [11].

However, while we are aware of these works, we never achieved to operationalize
these concepts in our own robotics architecture [12,13,14]. Such objectives are nonethe-
less becoming more and more explicit worldwide: the european AI Act 5 acknowledges,
for example, that certain AI systems create risks that we must address to avoid undesir-
able outcomes and proposes a dedicated regulation.

5https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
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3. Artificial Intelligence and Robotics AMONG Humans

Research Question: How to design systems that can operate AMONG Humans in com-
plex social environments?

Our social world is highly complex–the social context of human-robot interaction
consists of the multiplicity of roles, norms, conventions, and social practices that we, as
humans, explicitly or implicitly define to handle our daily lives together. Even though
roboticists did acknowledge this complexity from the very beginning of social robotics,
e.g. [15], we still lack a general theoretical framework for describing a social interaction
context.

Researchers from social sciences [16], [17], [18], [19] have offered frameworks for
the description of what can be called “asymmetric social interactions” (Seibt) between
humans and robots. Brinck et al. [20] propose mutual recognition as a key concept ex-
plaining that ”Recognition is key to successful cooperation with robots because once
mutual recognition has been established between agents: (1) the others become resources
for me in a way that promotes equality and sharing, which in turn enables (2) more and
other information to be shared and exchanged in HRI”.

In [21], Sciutti et al. proposed to ”humanize human-robot interaction” and that
robots need to become considerate of humans. They proposed the necessity of bi-
directional mutual understanding, which can be viewed as the complement of mutual
recognition. They argue that we need, on one side, robots able to understand us and at
the same time robots that we can easily understand and anticipate. We have also taken
part of this by proposing a set of ”basic” requirements for social agency [22], by propos-
ing the use of social practices as a potential model [23] or showing how commitments
theory can make sense in a social robotics context [24]. However, these works are still
first (design) steps that need to be pursued. In that perspective, besides finding the right
way to conceptualize, works must be done to enable robotics platforms to ”understand
something as something” where ”observables are not just detected, they must be read as
indicators” [25].

4. Artificial Intelligence and Robotics WITH Humans

Research Question: How to design systems that can operate and more specifically inter-
act WITH Humans through action and communication?

We think that what we call ”joint action” in the sphere of human-human interaction
may be a source of inspiration for the design of interactive systems. We do not aim to
anthropomorphize the system behavior, but to be able to understand how a human ap-
proaches and deals with interaction. They are for example several coordination processes
at work during a joint action such as self-other distinction, joint attention, shared task
representation or intentional action understanding [26]. We have made some propositions
about how these processes can make sense in human-robot interaction [27,28,29] and
proposed a first implementation [30] in the framework of the JointAction4HRI project6.

Although we agree with Curioni et al. [31], when proposing joint action in humans
as a model for human-robot interaction, we must admit that operationalizing joint action

6https://jointaction4hri.laas.fr/results
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concepts in an architecture is still an open challenge. We think we need to pursue this ini-
tiative by envisioning the overall joint action in all its dimensions and especially among
them joint attention, sensori-motor and higher level communication, perspective taking,
planned and emergent coordination, language, action execution, adjustment, adaptation,
predictability and commitments. As explained in [32]:

currently, while social robotics has dedicated a big effort to equip robots with specific
capabilities [. . . ] ever-increasing specialization [. . . ] sometimes prevents researchers
from considering the joint action as a whole. [. . . ] For instance, the lack of commu-
nicative strategies dedicated to establishing mutual recognition before joint action
may trigger previous unrealistic expectations of the human, which can undermine
prediction during the whole process. These difficulties can be overcome by adopting
an integrated approach of HRI, i.e., an approach that provides us with a way to avoid
compartmentalization.

5. Artificial Intelligence and Robotics BY Humans

Research Question: How to design systems that can be effectively implemented BY Hu-
mans?

It is crucial to figure out if the fundamental work done along the three other axes can
be implemented in a robotics architecture at the end. This means that ideas and concepts
that may come up can find their place in a robotics architecture.

In addition, those systems are developed by us, roboticists, which means we are part
of the equation. ”Robots are not inherently good or bad” [33]. It is also our responsibility
to take care of the concerns that may be raised. Robotics engineers must have in mind
relevant ethical and societal questions when it comes to the implementation. They can be
helped in that process using methods for rapid ethical deliberation [34]. Also, the set of
questions proposed by [9] or more recently by [33] could be used to evaluate what could
be the benefits but also the damage that the developed system can allow. The participation
of stakeholders should be considered from the design phase and the question must be
discussed ”Should such systems be developed and used in the first place?” [25], but also
[9] and [33].

6. Conclusion

In this contribution, we propose to discuss how philosophy, and social sciences at large
must accompany roboticists in their work and which dimensions it can take along four
axis. Our contribution is related to the conference topic ”Prospects for the integration of
Humanities and Social Science research into research and development of technology”
and proposes some insights regarding why will progress in AI and robotics make Hu-
manities expertise indispensable, and also where and how do the theoretical implications
of AI-driven social robots create new relevance for philosophical (Humanities) expertise.

It is important to engage or pursue inter-disciplinary fundamental research, such
as the one proposed by Robophilosophy conference [35,36] or by the volume [5]. It is
important to place the Human at the heart of our research concerns. We are convinced
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that research exchange among experienced researchers is what is needed and what will
bring best results. What is necessary is to let us time to digest each other research to build
upon for the best of Artificial Intelligence and Robotics research FOR, AMONG, WITH
and BY Humans.
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