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Abstract

Convolutional Neural Network (CNN) have been widely used in image classi�-
cation. Over the years, they have also bene�ted from various enhancements and
they are now considered state-of-the-art techniques for image-like data. How-
ever, when they are used for regression to estimate some function value from
images, few recommendations are available to construct robust CNN regressor
models. In this study, a robustness enforcing mechanism is proposed for CNN
regression models. It combines convolutional neural layers to extract high level
features representations from images with a soft labelling technique that helps
generalization performance. More speci�cally, as the deep regression task is
challenging, the idea is to account for some uncertainty in the targets that are
seen as distributions around their mean. Building from earlier work (Imani &
White, 2018), a speci�c histogram loss function based on the Kullback-Leibler
(KL) divergence is applied during training. The prior distributions are selected
according to the physical characteristics of the parameters to estimate. To as-
sess and illustrate the technique, the model is applied to Global Navigation
Satellite System (GNSS) multipath estimation where multipath signal param-
eters have to be estimated from correlator output images from the I and Q
channels. The multipath signal delay, magnitude, Doppler shift frequency and
phase parameters are estimated from synthetically generated datasets of satel-
lite signals. Experiments are conducted under various receiving conditions and
various input images resolutions to test the estimation performances quality
and robustness. The results show that the proposed soft labelling CNN tech-
nique using distributional loss outperforms classical CNN regression under all
conditions. Furthermore, the extra learning performance achieved by the model
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allows the reduction of input image resolution from 80x80 down to 40x40 or
sometimes 20x20.

Keywords: Convolutional neural network, distributional loss, GNSS, image
regression, histogram loss, Kullback-Leibler divergence, multipath estimation,
soft labelling.

1. Introduction

There has been a growing interest for CNN (Goodfellow et al., 2016) in the
machine learning community in order to construct high level features from im-
ages. Mostly used in images classi�cation, CNN have also been employed to
estimate various information from images. Building regression models from im-
age data is a di�cult task since complex and high level feature representation
is needed. This is why deep architectures are usually considered. Among the
traditional examples from the literature, one can refer to (Toshev & Szegedy,
2014), (Mahendran et al., 2017), (Li & Chan, 2014) and (Girshick et al., 2011)
where holistic reasoning on Human pose estimation is based on CNN. Age esti-
mation according to face images (Yi et al., 2014) or magnetic resonance images
(Ueda et al., 2019) are other successful examples of regression with CNN. They
were also applied on X-ray tensor images in (Miao et al., 2016) and recently, in
(Lathuilière et al., 2020), the authors have proposed an extensive review of CNN
for regressions. To increase the regression model generalization performance, it
has been shown that the use of soft labelling techniques can greatly help (Imani
& White, 2018; Gao et al., 2017). Among soft labelling techniques, one idea
is to consider that labels used during training are uncertain and drawn from
a given prior distribution. Training can therefore be carried out at the distri-
bution level rather than single observations. Especially suited when labels are
ambiguous or subject to noise, this procedure can also be seen, in the general
regression task, as a robustness enforcing alternative to other strategies such
as batch normalization (Io�e & Szegedy, 2015), dropout (Hinton et al., 2012),
early stopping (Zhang & Yu, 2005) or regularization (Goodfellow et al., 2016;
Couellan, 2021b,a) most often used in classi�cation problems.

In this study, we propose a dedicated CNN regression model that imple-
ments distributional loss on GNSS multipath data. The objective is to estimate
multipath parameters from two dimensional GNSS correlation images.

A multipath is a parasitic re�ection of the signal of interest which contami-
nates it at the very beginning of the receiving chain, the antenna. In the speci�c
case of GNSS receivers, multipaths remain one of the most di�cult disturbance
to mitigate. Indeed, as the multipath is of the same nature as the signal of in-
terest it could be barely discernible from it. This similarity between the original
signal and its disruptive replica can induce a large positioning error (Kos et al.,
2010). This problem explains the large number of research activities which have
been led on multipath detection, estimation and mitigation. Conventional signal
processing methods have been extensively studied. In the statistical approach,
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the narrow correlator technique (Van Dierendonck et al., 1992), the early-late-
slope technique (Townsend & Fenton, 1994), the strobe correlator (Garin &
Rousseau, 1997), the double-delta correlator (McGraw & Braasch, 1999) and
the multipath insensitive delay lock loop (Jardak et al., 2011) methods have
raised the interest of the GNSS community, mainly for their simplicity despite
their mixed e�ciency. The Bayesian strategy was also explored, the Multi-
path Estimating Delay Lock Loop (MEDLL) remaining for years the reference
implementation of the maximum likelihood principle (Townsend et al., 1995),
but with multiple variants proposed subsequently like in (Sahmoudi & Amin,
2008) or (Blanco-Delgado & Nunes, 2012). The recent application of particle
�ltering to multipath mitigation presented in (Qin et al., 2019) makes up for
error accumulation of the MEDLL algorithm, at the expense of a signi�cantly
higher computational complexity. It is worth noting that if the aforementioned
methods are predominantly time-based, some research works have also investi-
gated the frequency domain, through the Fourier transform (Zhang & Bartone,
2004a) or the wavelet decomposition (Zhang & Bartone, 2004b). Nevertheless,
these methods may damage the signal of interest, particularly in cases where
the spectrum of the multipath is too close from the one of the direct path.
The use of Machine Learning (ML) techniques to mitigate the errors in GNSS
signals has gained some interest in the early 2000s. A Multi-Layer Perceptron
(MLP) architecture designed to mitigate multipath error for Low Earth Orbit
(LEO) satellites has been detailed in (Vigneau et al., 2006) for example. More
recently, taking advantage of the progress in kernel methods, (Phan et al.,
2013) proposed a support vector regressor using signal geometrical features to
mitigate multipath on ground �xed Global Positioning System (GPS) stations.
Still with Support Vector Machines (SVM), (Hsu, 2017) has conducted multi-
path detection using high-level products of the GNSS receiver positioning unit.
A comparison of the performances of SVM and Neural Networks (NN) algo-
rithms to detect Non Line-Of-Sight (NLOS) multipath is exposed in (Suzuki &
Amano, 2021), using native GNSS signal processing outputs as features. Un-
supervised ML algorithms, like K-means clustering, have also been used with
some success, for instance in (Savas & Dovis, 2019). However, the latest and
signi�cant advances in Arti�cial Intelligence (AI), and notably in Deep Learn-
ing (DL), have opened up new perspectives. In (Quan et al., 2018), using a
CNN, a carrier-phase multipath detection model is developed. The authors
propose to extract feature maps from multi-variable time series at the output
of the signal processing stage using 1-Dimensional (1-D) convolutional layers.
DL spoo�ng attack detection in GNSS systems was addressed in the research
literature (Schmidt et al., 2020) as well. Lately, (Tao et al., 2021) has pro-
posed a combined CNN-Long Short-Term Memory (LSTM) real-time approach,
also based on 1-D convolution, and (Kong et al., 2022) and (Blais et al., 2022)
have introduced the use of 2-Dimensional (2-D) signal-as-image representation.
(Kong et al., 2022) makes use of MLP input layers for automatic features con-
struction whereas (Blais et al., 2022) processes the images by 2-D convolutional
�lters. A review of the recent applications of ML in GNSS can also be found
in (Siemuri et al., 2021), focusing on use cases relevant to the GNSS community.
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However, the multipath di�culty is still a challenge in GNSS signal process-
ing, especially concerning the most ambitious task, the multipath removal. This
ultimate solution requires an accurate and precise estimation of the multipath
characteristics beforehand. To be more speci�c, the multipath can be com-
pletely modeled by mean of four parameters, its delay, attenuation, frequency
and phase. Therefore, this research work focuses on the estimation of these
multipath parameters through an original CNN regression method.

Proposed methodology:

Even though our method is illustrated on GNSS data, it applies to a wide
range of applications with grid-like data where robustness needs to be enforced
due to input or label uncertainties for example. The methodology we propose
can be decomposed into several steps. First, for the quantity of interest to be
estimated using deep regression, it is necessary to prede�ne a distribution of the
uncertainty of its labels. In many cases, a Gaussian distribution will work but it
is important to take into account the physical nature of the quantity of interest
as it is discussed in Section 2.2. Next, distributional labels are constructed us-
ing the prede�ned distributions and converted into histograms by choosing the
bin size hyperparameter. Using the distributional labels and by minimizing a
Histogram Loss function de�ned also in Section 2.2, the neural network regres-
sor with distributional outputs is trained. The distributional outputs represent
the predicted histograms where each softmax output estimates the probability
of a bin. To retrieve the scalar prediction of the quantity of interest, the expec-
tation of the whole predicted histogram is computed. The technique enforces
robustness by taking into account all possible realizations of the targets instead
of using a single realization. The method is then illustrated on the GNSS mul-
tipath data. For each multipath parameter, we train such distributional neural
network regressor using prede�ned label uncertainty distribution. The trun-
cated Gaussian distribution is selected for all multipath parameters except for
the phase parameter for which it is shown that the Von Mises distribution is a
better choice due to its periodic nature.

Contributions of this study:

� To the best of our knowledge, this is the �rst model combining CNN
regression and distributional loss optimization that has been proposed.

� Among the growing literature on multipath detection using ML tech-
niques, this study is one of the few research investigations that has been
studying the application of modern DL methods to GNSS multipath pa-
rameter estimation. In particular, the investigation of distributional loss
on image representations of GNSS correlation signals had not been carried
out before.

� The proposed technique naturally applies to cross channels data. Indeed,
the regression model investigated here works across input channels, using
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information from several distinct channels to carry out estimation. In
that sense, the model is also di�erent from models that learn from Red
Green Blue (RGB) images that use replicas of the same input image under
various color channels.

� To the best of our knowledge, this study is also the �rst end-to-end real
life application employing the technique of distributional loss as a soft
labelling mechanism for regression on images.

� Finally, numerical experiments show clear evidence of robustness and
boosted performance with the distributional regression loss model when
compared to basic CNN regression on the GNSS multipath application.

This article is organized as follows. Section 2 details the concept of CNN
regression and distributional loss. Section 3 describes the GNSS multipath
parameter estimation problem, details the experiments that are conducted and
provides numerical results. Section 4 concludes the article.

2. CNN Regression

In this section, the principles of the classical deep regression are �rst re-
called. The classical deep regression will be considered as the baseline for fur-
ther comparisons. In the �rst sub-section, the theoretical developments of the
soft labelling technique and the distributional loss mechanism are presented.
The second sub-section describes the general speci�cation of the neural network
architecture used in this study.

2.1. Baseline CNN-Regression

Regression methods (Hastie et al., 2001) have been extensively studied and
applied to many kinds of engineering problems. If data are not too complex,
linear regression methods may be used. Alternatively, when direct linear models
are not applicable, basis expansion may also be used in order to carry out
linear regression on features instead of raw data. Mathematically, considering
input vectors x ∈ X , one would like to express a response y ∈ Y as a linear
function of features φλ(x) ∈ H as y = w>φλ(x) where w are the regression
weights and λ represents the parameters needed to represent x by its features
in H. There are several techniques to construct the features φλ(x) such as basis
function expansion to carry out polynomial regression, kernel methods for SVM
(Murphy, 2012) - in theses two cases λ may represent degrees of polynomials or
parameters of kernel functions respectively - or also NN representations.

In this study, we are interested in the speci�c case where X is a subspace of
images that can be represented in Rr1×r2×nC where r1× r2 is the resolution of
the images and nC is the number of channels (ex: nC = 3 for RGB images or
nC = 2 for GNSS correlation images on I and Q channels in our study). For such
input objects, it has been shown empirically that the construction of features
φλ(x) using convolutional �lters achieves the best feature representation for
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image-like inputs (Lecun et al., 1998). This is the reason why several authors
have proposed convolutional network regression techniques to estimate various
information from images (see (Lathuilière et al., 2020) for a review of such
techniques).

CNN are composed of several layers. Multiple convolutional blocks are used
in order to extract local features in the images using a variety of parameterized
convolutional �lters (see (Goodfellow et al., 2016) for a detailed explanation of
convolutional mechanisms). Successive convolutional layers combined with acti-
vation layers (usually recti�ed unit activation layers) capture multiscale features
in the images. Stacking several convolutional blocks that are separated by max-
pooling layers to reduce dimension will allow the extraction of highly complex
features φλ(x) where λ = (W l, bl)l=1,...,L, W

l are the �lter weights tensors and
bl are the bias vectors for the L convolutional layers. These features are then fed
to conventional dense layers that are fully connected with connection weights
and compute the regression model y = w>φλ(x). There are various architec-
tures that can be designed for such purposes. Among these, Visual Geometry
Group (VGG)-like networks (Simonyan & Zisserman, 2015) are often used since
they have proven to be very e�ective in practice. The idea is to increase the
number of convolutional �lters when going deeper in the architecture. See Fig-
ure 1 for an example of a basic VGG architecture. Other architectures have been
proposed such as ResNet (He et al., 2016), InceptionV3 (Szegedy et al., 2016)
which in some contexts may outperform the VGG model. However, our ap-
proach in this study is to emphasize the methodological aspects of the proposed
technique rather than detail a fully optimized neural architecture framework.
For this reason, we have chosen to use a baseline neural network architecture
(the VGG architecture) that is commonly accepted as e�cient in a wide range
of applications on images. Using alternative architectures, the proposed method
would be exactly identical as the one detailed in this article. The model perfor-
mance could even achieve better results as an optimal neural architecture could
be found for the application at hand. However, this would not emphasize the
role of the distributional loss regression approach but rather the optimization
of the architecture. The choice of architecture is therefore secondary and this is
why in the sequel of the article, we will only consider VGG-like neural networks.

The CNN regression task on complex input data such as images is intrinsi-
cally di�cult. The training of deep representations of features combined with
the training of a dense network on a large �atten feature representation are
required. Sometimes, the image information is also spread across several input
channels as we will see later when dealing with I and Q GNSS correlation images
(see section 3). Therefore, the regression model has to construct complex fea-
tures representations from the various channels, adding even more complexity to
the overall regression process. In order to ease the training of such multi-channel
regression, in the next section, we will propose to use a soft label procedure.
The main idea is to learn soft labels rather than sharp target continuous values.

Note that in the following, the response of the complete neural network
regression model will be written as y = Nθ(x) where θ = (λ,W ) and λ rep-
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Figure 1: Image convolutional processing inside a CNN. Image generated with (LeNail, 2019).

Figure 2: CNN architecture used for regression task on 80x80 images. Image generated
with (LeNail, 2019).

resent �lter and connection weights from the CNN network architecture up to
the penultimate dense layer and W is the weight matrix storing all connection
weights from the last dense layers.

2.2. Soft labelling using distributional loss

In this section, we introduce the concept of distributional loss as proposed
in (Imani & White, 2018). Traditionally, given an input x, the regression task
consists in computing the parameter θ of a regression model Nθ that would
assign predicted values Nθ(x) for given inputs x and targets y. The target
values y can be seen as expected values of an underlying distribution of Y |x
assumed to be Gaussian. Therefore, in this setting, it is natural to calibrate the
parameter θ by minimizing a square loss function (Nθ(x)− y)2.
The target value y is usually considered as the ground truth and obtained by
experiments or measurements. However, it may be subject to uncertainty or
ambiguity (Gao et al., 2017) and may impair the generalization performance
of the regression model. The main idea of soft labelling is to consider that
the target value is an observation of an underlying ground truth distribution
and one may bene�t from learning the distribution rather than the individual
targets.
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When dealing with label uncertainties in deep learning, the simplest and
most common approaches are using techniques that improve the generalization
performance of the model. This can be achieved using loss regularization or
dropout (Goodfellow et al., 2016). While they are easy to implement and usu-
ally already available in deep learning software packages, these methods do not
explicitly address the underlying uncertainty that may be present in the labels.
They rather control the statistical bias-variance trade-o� of the data. Inves-
tigations have also been conducted using partial labelling (Cour et al., 2011)
or co-teaching strategies (Han et al., 2018). These last two methods are more
focused on uncertainty but require the availability of "clean" labels (labels not
subject to uncertainty) for some of the data which is often di�cult to ensure
in real life applications. Deep quantile regression (Shen et al., 2021) is an al-
ternative to these techniques. Quantile regression has been well studied in the
case of linear models. The concept has been extended to nonlinear models and
deep regression models. The idea is to estimate a quantile rather than a speci�c
value. In a way, it is similar to the method we propose. However, our model ex-
tracts the complete distribution while quantile regression models only estimate
a speci�c quantile. Additionally, the distribution loss as we construct using the
KL divergence has nice mathematical properties (its Lipschitz constant is low
when compare to classical regression) and greatly helps during the training as
shown in (Imani & White, 2018). The loss also embeds the prior distribution
of the target and allows the use of distributions that model speci�c physical
behaviors from the application such as the cyclic nature of the phase parameter
in the GNSS application. The models constructed by the other methods dis-
cussed above would not integrate this speci�c behavior and would require that
the dataset contains many representations of the phenomenon so that the model
is able to learn it. In practice, the distribution of input samples does not contain
su�cient representation of data to observe and train on these speci�c physical
behaviors. These are the main reasons why the distribution loss approach was
chosen over other methods. Next, we detail its mathematical model.

Consider now the task of learning the distribution Y |x instead of predicting
directly E[Y |x]. For each target value, a target distribution Y |x is chosen. This
choice is of course problem dependent. However in (Imani &White, 2018), it has
been shown experimentally, when no prior knowledge on the target distribution
is known, that the use of a truncated Gaussian is the best choice among a vari-
ety of other distributions. In that case, we will assume that Y |x ∼ N[a,b](µ, σ

2)
where N[a,b](µ, σ

2) is the truncated Gaussian distribution of mean µ and vari-
ance σ2 on the interval [a, b] with density

fµ,σ,[a,b](y) =
1

σ

ϕ(y−µσ )

φ( b−µσ )− φ(a−µσ )
1[a,b](y)

where ϕ and φ are the density and the cumulative distribution functions of the
standard normal distribution N (0, 1).

In some speci�c cases, the use of a Gaussian distribution as a prior may
not be adequate. For example, when data are de�ned modulo some period
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Figure 3: The truncated Gaussian distribution (top) and the Von Mises circular distribution
(bottom) for angles of 2°and 355°. The Von Mises circular distribution displays similar values
near 0 and 2π whereas the truncated Gaussian distribution shows very di�erent probabilities
around these two values.

when dealing with angles, a circular distribution is more adapted. Later, in
the application to GNSS data, the phase of the signal is one example of such
circular information de�ned on the interval [0, 2π]. Small values of the phase
should be considered very similar to values around 2π. The use of a Von Mises
distribution rather than a truncated Gaussian distribution will conserve the
symmetry around zero when the Gaussian distribution would consider phases
values around 2π large when compared to small phases. See Figure 3 for an
illustration of the two distributions.

The Von Mises density function is de�ned as follows: for an angle θ ∈ [0, 2π],

fκ,µ(θ) =
1

2πI0(κ)
eκ cos(θ−µ)

where I0 is the modi�ed Bessel function of the �rst kind of order 0. The pa-
rameter µ and 1/κ play the same role as the mean and variance in the case of
the Gaussian distribution.

In order to learn the target distributions, a discrete version of Y |x is con-
sidered in the form of an histogram with K bins. To represent a discrete
distribution at the output of a neural network, we will assume that is has a
compact support. When this assumption is not met, the distribution can be
truncated, implicitly considering that the target value does not follow an heavy
tail distribution around its mean value. For some distributions, the truncation
is rather simple (ex: Gaussian). However, when the distribution does not have
a cumulative probability function with a close analytical form (ex: the Von
Mises distribution), numerical integration is required to integrate the proba-
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bility distribution function and calculate the probability mass of each bin of
the histogram. Such computation may be expensive when the number of bins
is high. During training, as we are now comparing the estimated distribution
represented by the softmax output of the network Nθ(x) and the target distri-
bution fµ,σ,[a,b], we can use the KL divergence as a loss function. Considering
distributions with density functions p and q, it is de�ned as follows

DKL(p||q) =

∫ +∞

−∞
p(y) log

p(y)

q(y)
dy.

It measures how di�erent q is from p. If p is the target and q the estimated den-
sity, using DKL as a loss function will require to minimize simply the following
term also known as the cross-entropy

h(p, q) = −
∫ +∞

−∞
p(y) log q(y)dy.

When p is the density of the truncated Gaussian distribution fµ,σ,[a,b], the cross-
entropy can be written as

h(fµ,σ,[a,b], q) = −
∫ b

a

fµ,σ,[a,b](y) log q(y)dy.

For each input x, the estimated discrete distribution q is aK-dimensional vector
where each component i returns a probability qi = (Nθ(x))i that the target value
is in the bin i. The number of bins K will be an hyper-parameter of the method.
The discrete target distribution p corresponding to fµ,σ,[a,b] can also be seen as
a K-dimensional vector where each component i returns the probability mass
pi = F (ai+ti)−F (ai) contained in the i-th bin, where ai and ti are the left bound
and the width of the bin respectively and F is the cumulative distribution of
fµ,σ,[a,b]. Therefore, for a given input x the distributional Histogram Loss (HL)
can be written as follows

HL(x) = −
K∑
i=1

pi log(Nθ(x))i

HL(x) = −
K∑
i=1

[F (ai + ti)− F (ai)] log(Nθ(x))i

After training, for a given input x, E[Nθ(x)] will provide the estimated value
of E[Y |x]. Note that this method is distinct from transforming the regression
task into a classi�cation task by discretizing uniformly the support set of target
values. Here, a target distribution is assumed and learned during the process.
Additionally, by tuning the variance parameter σ and the number of binsK used
to transform the target distribution into an histogram, it is possible to adjust
the bias-variance trade-o� achieved by the model. A large σ would enforce
robustness while a small value would tend to reduce the method to a classical
regression. However, too large values of σ could a�ect negatively the estimation
accuracy. A trade-o� has then to be found.
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Figure 4: Comparison between the target and the predicted distributions for a correct (left)
and wrong (right) prediction.

In Figure 4 (left) and Figure 4 (right), a comparison between the target and
the predicted distributions are shown. The two �gures correspond to a correct
and a wrong estimation respectively. Each point of the target curves represents
the target probability mass pi while each point of the prediction curves is the
probability estimate qi. It can be noticed that in the left �gure, both curves are
nearly superposed and both form a near Gaussian distribution. In the opposite,
in the right �gure, the target and predicted probability distribution do not
coincide. This situation corresponds to a wrong estimation. In this case, the
Gaussian behaviour is not so well reconstructed.

Algorithm 1 summarizes the complete training procedure with distributional
loss.

Algorithm 1: Robust CNN regression training with distributional loss

input : D = (X,T ) dataset of inputs X and targets T
input : prior distribution of Y (t)|x for all pairs (x, t) ∈ D
input : K number of bins
output: θ∗ the optimal neural parameters

1. Construct HKt = {pi ∈ [0, 1] , i = 1, . . . ,K} for all t ∈ T where pi is
the probability mass in bin i for Y (t)|x ;
2. Construct the neural function Nθ : dim(X)→ K;
3. Train Nθ by solving:

θ∗ = argmin
θ

− ∑
(x,t)∈D

 ∑
pi∈HK

t

pi log(Nθ(x))i
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2.3. Dedicated CNN architectures

In this study, in order to compare the HL strategy with the classical CNN
regression , two VGG-like architectures (Simonyan & Zisserman, 2015) will be
used. Sharing the same backbone as shown in Figure 2, they only di�er in
their outputs. The extraction part is composed by 3 convolution blocks, each
formed by consecutive convolutional layers and ended by a max-pooling layer.
The number of �lters is increasing with the depth of the convolutional layers.
At the end of the convolutional process, the data are �attened to feed the 3
hidden dense layers. The output layer consists in a single neuron equipped with
a linear activation function for the classical baseline CNN and a softmax layer
with K outputs in the soft labelling case.

To di�erentiate the two algorithms, we will refer to the network with a single
output as CNN-Regression (CNN-Reg) and the one using the softmax output as
CNN-Histogram Loss (CNN-HL). Furthermore, the CNN-HL implementing the
truncated Gaussian distribution will be noted the CNN-Histogram Loss Trun-
cated Gaussian (CNN-HL TG) while the one using the Von Mises distribution
will be written CNN-Histogram Loss Von Mises (CNN-HL VM).

3. Application to GNSS multipath parameter estimation

This section presents the GNSS multipath parameter estimation application
considered as a use case for the deep regression with distributional loss. First,
the problem of estimating multipath parameters in GNSS signals is introduced.
The setup of our experiments is then detailed. Next, we present and analyze
the experimental results. Finally, we discuss our �ndings.

3.1. Problem statement

The GNSS positioning principle is based on the distance measurement be-
tween satellites of known positions and the receiver to locate. Using the propa-
gation time of a dedicated signal emitted by the satellite, the receiver estimates
its relative distance to the satellite (Tsui, 2005). Using several distances, the
receiver is able to calculate its position by trilateration.

More precisely, the calculation process of the Position Time Velocity (PVT)
solution relies on the synchronisation between the received signal and a receiver
replica of the wanted signal. The alignment between both signals requires the
estimation of the three unknown parameters of the incoming signal which are:

� The propagation delay τ ,

� The Doppler shift frequency fD ,

� The carrier phase φ.

In a classical receiver, this estimation process is typically conducted by mean of
the maximum likelihood principle. It is implemented through the maximization
of the cross-correlation between the received signal and a local replica signal
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Figure 5: GNSS receiver collecting LOS and NLOS signals in Toulouse city center (France).

parameterized by three test values τ̃ , f̃D and φ̃. In practice, the correlation
operation is accomplished through a product followed by an integrate and dump
stage. To be complete, it should also be pointed out that correlation is split into
two orthogonal channels, named by convention In phase (I) and in Quadrature
(Q). The maximization task is generally carried out by loop systems, namely
the Delay-Locked Loop (DLL) and the Phase-Locked Loop (PLL). In addition,
the loops present the intrinsic advantage to track the target parameters which
are time-varying due to the continuously changing receiver-satellites geometry.
No more than three correlation points per I and Q channels are usually required
for normal loop operation.

However, various kinds of interference can deteriorate the positioning pro-
cess. multipath is one of the most common and the most harmful interference.
A multipath is a re�ection on a surrounding obstacle of the useful signal picked
up by the receiving antenna concurrently to the LOS signal. An illustration of
the phenomenon is shown in Figure 5, generated by the SE-Nav software (Oktal-
SE, 2020), a signal propagation simulator. In general, a receiver is impacted by
multiple multipaths, especially in urban environments where re�ectors are nu-
merous. Sometimes, the direct path may even be absent due to an obstruction,
for example when high buildings are surrounding the receiver (Ziedan, 2018).
However, in this study the assumption is made that the direct path is always
present and a single multipath will be considered. Being the replica of the sig-
nal of interest, the multipath contains the same information but with shifted
parameters:

� The code delay in excess compared with the useful signal ∆τMP ,

� The di�erence in Doppler shift frequency with the useful signal ∆fMP ,
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Figure 6: I channel for a signal undergoing a multipath with τMP = 0.75 Tc1, fMP = 100 Hz,
αMP = 0.8, φMP = 45◦.

� The phase di�erence with the useful signal ∆φMP ,

� The attenuation of the multipath with respect to the magnitude of the
useful signal αMP .

The addition of the multipath to the direct signal biases the result of the
correlation operation. As a consequence, the estimation of the incoming signal
parameters is altered and the accuracy of the position delivered to the user may
be degraded. With as few as three correlation points per channel, the informa-
tion available to detect the multipath contamination and possibly mitigate its
e�ects is poor.

This work proposes to use a larger number of correlation points in order
to overcome this lack of information. Indeed, τ̃ and f̃D each sample a speci�c
range, forming a 2-D grid. The correlation outputs in turn compose a 2-D
matrix, in other words an image. The signal having 2 channels, I and Q, there
will be two 2D-images at the output of the correlators. The general process
is depicted in Figure 8. Figures 6 and 7 are given as detailed examples of the
resulting images. Concerning the estimation of φ, the necessary information is
available through the orthogonality property of the I and Q channels, the �rst
one granting access to cos(φ) and the second to sin(φ). The image construction
is detailed in (Blais et al., 2022).

3.2. Experimental setup

1The results presented in this paper where established using the GPS L1 C/A legacy signal.
However, the authors are con�dent that they could be generalized to other navigation signals,
with the same overall structure, as no speci�c assumption has been made. Tc is the chip
period, a basic de�ning parameter of this type of signal. Tc = 1/1023 ms for the GPS L1 C/A
signal.
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Figure 7: Q channel for a signal undergoing a multipath with τMP = 0.75 Tc, fMP = 100 Hz,
αMP = 0.8, φMP = 45◦.

Figure 8: Illustration of the image elaboration process. The received signal is split in two
orthogonal components. Next, each component is correlated with a local replica signal whose
parameters span a grid G. The result forms a 2D-image. The pair of images then supplies the
CNN implementing the regression task. The tilde notation indicates the local parameter by
opposition to the received signal unknown parameter.
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This sub-section describes the datasets we have used and the hyper-parameters
that we have selected to conduct the experiments.

3.2.1. Dataset de�nition

Experiments were made on several datasets which are divided into 2 groups.
The �rst group is characterized by a �xed Carrier to Noise C/N0 ratio while
the second has distinct C/N0 ratio levels. The C/N0 �gure represents the ratio
between the power of the signal of interest and the receiver intrinsic noise level.
In the GNSS community it is considered as one of the most important �gure of
merit for the quality of the received signal. When the ratio is high, more precise
downstream parameter estimation is expected.

In the �rst group, C/N0 is equal to 40 dBHz to simulate a typical urban envi-
ronment receiving condition. The multipath attenuation αMP is categorized to
assess the performance of both CNN algorithms as a function of this parameter.
In this way, we have:

� Strong multipaths (SMP) where αMP ∼ U([0.6, 0.9]),

� Moderate multipaths (MMP) where αMP ∼ U([0.4, 0.6]),

� Weak multipaths (WMP) where αMP ∼ U([0.1, 0.4]),

� Random multipaths (RMP) where αMP ∈ [0.1, 0.9] are selected randomly
and uniformly in SMP, MMP and WMP.

The second group is composed of datasets with di�erent C/N0 ratio while
αMP ∼ U([0.1, 0.9]). The goal is to evaluate the algorithms with respect to
C/N0 , which takes the following values: 43 dBHz, 40 dBHz, 37 dBHz and 34
dBHz. Moreover, all datasets share the same following setup:

� ∆τMP is uniformly generated in [0, 1.5]× Tc,

� ∆fMP follows a truncated centered Gaussian distribution with standard
deviation σ = 125/3 Hz. ∆fMP is restricted to [−3σ,+3σ] Hz,

� ∆φMP is uniformly generated in [0, 2π] rad.

Each dataset contains 10000 samples. Each sample is composed of a I and
Q image pair. Within a dataset, the image size does not change. However,
to observe the CNN parameter estimation performance under various image
resolutions, multiple datasets were generated: 80x80, 40x40, 20x20 and 10x10
pixels image resolutions.

A synthetic correlator output generator (Blais et al., 2021) has been used
to populate the datasets used in this study. The underlying signal model and
the generation process are completely described in (Blais et al., 2022). The
generator is fully con�gurable with respect to the multipath parameters C/N0 ,
αMP , ∆τMP , ∆fMP and ∆φMP . The resolution of the I & Q output images can
also be set on demand.
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3.2.2. Hyper-parameter selection

Performance results provided in the next section are results averaged over
10 runs. For each run, the training set is formed by randomly selecting 8000
samples and the validation set by selecting randomly 1000 samples among the
2000 remaining samples. The last 1000 samples constitute the test set.

CNN-Reg and CNN-HL were trained for 100 epochs and have used a 1000
samples batch size. Learning rates of both CNN were empirically �xed to 10−3

and 3x3 �lters were used for convolutional layers as shown in Figure 2.
The prior distribution for CNN-HL is taken as the truncated Gaussian distri-

bution. In addition, for the phase estimation,experiences are conducted for both
truncated Gaussian and Von Mises prior distributions. Comparison between the
two will be discussed.

The choice of the speci�c values for the hyper-parameters de�ning the prior
distributions is as follows. Regarding the support of the distribution [a, b] it
is �xed in accordance with the range of variation of the parameter as de�ned
in Section 3.2.1 and further detailed in (Blais et al., 2022). The number K of
histogram bins is �xed in order to obtain a �nely sampled representation of the
prior distribution. A bin size w = (b−a)/K of two order of magnitude lower than
the support of the distribution has been selected leading toK = 100. In practice
for our application this value is a good trade-o� between a rich representation
of the prior distribution and the number of neural network outputs. On one
hand, a higher value for K would lead to a large neural network architecture
complexifying the training task. On the other hand, a too small value for K
would generate a very biased estimation due to large bins. Finally, the standard
deviation of the truncated Gaussian distribution σ has been determined as a
function of w via grid-search. The ratio σ = 2w = 2(b − a)/K was retained
as the best trade-o� over all parameters and all test sets. It corresponds to
a narrow Gaussian shape with respect to the support [a, b]. The parameter κ
plays a similar role as 1/σ and its value has been deduced from σ.

3.3. Results
Performance assessment is based on Mean Absolute Error (MAE) results

averaged over 10 runs. For the CNN-Reg, the MAE metric is as follows:

1

L

L∑
l=1

|Nθ(xl)− yl|

where L is the number of samples in the test dataset, xl is the l-th test sample
and yl is the target value for the l-th sample.

For CNN-HL, the MAE metric is calculated as follows:

1

L

L∑
l=1

∣∣∣Ẽ[Nθ(x)]− yl
∣∣∣

with

Ẽ[Nθ(x)] =

K∑
i=1

qi,xl
.ci
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where qi,xl
is the probability of the i-th softmax output neuron associated to

xl and ci is the center of the i-th bin for i ∈ [1,K] (when the interval [a, b] has
been partitioned into K equal subdivisions).

Tables 1, 2, 3 and 4 gather the averaged MAE performance results as de�ned
above for the two algorithms CNN-Reg and CNN-HL on the �rst group of
datasets.

Figures 9, 10, 11 and 12, provide results for the second group of datasets
and illustrate the CNN-Reg and CNN-Reg MAE behaviour when C/N0 varies.
The curves are plotted according to a decreasing C/N0 because a high C/N0
corresponds to better receiving conditions. The scale on the x-axis starts from
43 dBHz (good receiving conditions) and goes down to 34 dBHz (deteriorated
receiving conditions).

In Table 1, it can be observed that in all conditions and datasets, CNN-
HL always shows better results than CNN-Reg. The delay τMP estimation
performance is higher with CNN-HL on 20x20 images than the performance of
CNN-Reg on 80x80 images. Additionally, as expected the average MAE and its
standard deviation increase as the image resolution diminishes.

In Table 2, similar results are observed for strong multipaths. For moderate
and weak multipaths, the Doppler frequency estimation performance remains
better on 40x40 images with CNN-HL than the performance of CNN-Reg on
80x80 images.

In Tables 3 and 4, similar behaviour as τMP estimation are found. It can
be noticed that in the particular case of αMP estimation, the average MAE
decreases as the strength of the multipath decreases. This could be explained
by the fact that in strong, moderate and weak multipath datasets, the αMP

parameter estimation is biased by the dataset design that only contains ranges
of αMP parameters.

In Table 4, φMP estimation with both CNN-Reg and CNN-HL TG shows
di�culties. For example, in the case of weak multipaths on 20x20 images the
average MAE remains at a level of 16◦, which might not be su�cient for practical
multipath mitigation use. In contrast, the results of the CNN-HL VM algorithm
are always at least 30% higher than those of the CNN-HL TG, for all resolutions
down to 20x20. In particular, for an image size of 20x20, the maximum average
MAE is less than 10°. It corresponds to a projection error of 2% and 18% on
the I and Q channels respectively. Experiences on the RMP dataset emphasize
some robustness when the attenuation αMP is drawn from a large range of
values, which shall arise in many real life situations.

Figures 9, 10, 11 and 12 show a moderate monotonic degradation of the
estimation performances with decreasing C/N0 for the four parameters of inter-
est τMP , fMP , αMP and φMP . This observation stands for all resolutions from
80x80 to 20x20 when the CNN-Reg is in use. The trend is the same when CNN-
Reg operates at the lowest studied resolution of 10x10, but with a much more
signi�cant slope. Indeed, at this resolution MAE values are at least doubled
when the C/N0 decreases from 43 to 34 dBHz. The behaviour of CNN-HL with
respect to C/N0 is the same, although a clear o�set in accuracy and precision
is always visible between the curves for CNN-Reg and the ones for CNN-HL,
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Figure 9: MAE behaviour according to C/N0 ratio for τMP estimation.

in favour of the later. This is consistent with the comments made previously
exploiting Tables 1, 2, 3 and 4. Regarding the speci�c case of φMP the improve-
ment brought by CNN-HL VM over CNN-HL TG can be distinctly noticed for
all values of C/N0 with a phase estimation accuracy always increased by at least
2° for all resolutions.

Table 1: MAE in 10−2 Tc for τMP estimation with respect to various multipath attenuations.

Dataset Image

size

Algorithm

CNN-Reg CNN-HL

Strong

mulipaths

80Ö80 2.50 ± 0.22 0.64 ± 0.18

40Ö40 2.91 ± 0.32 0.76 ± 0.11

20Ö20 4.30 ± 0.42 1.28 ± 0.20

10Ö10 6.70 ± 0.40 4.85 ± 0.17

Moderate

multipaths

80Ö80 3.03 ± 0.54 0.66 ± 0.04

40Ö40 3.44 ± 0.65 0.96 ± 0.26

20Ö20 4.44 ± 0.45 1.63 ± 0.15

10Ö10 9.90 ± 0.72 7.35 ± 0.38

Weak

multipaths

80Ö80 4.64 ± 1.44 1.01 ± 0.13

40Ö40 4.33 ± 0.42 1.55 ± 0.20

20Ö20 7.20 ± 1.55 2.86 ± 0.40

10Ö10 26.13 ± 1.96 21.17 ± 0.58

Random

multipaths

80Ö80 3.82 ± 0.68 0.81 ± 0.11

40Ö40 4.92 ± 0.94 1.20 ± 0.21

20Ö20 7.00 ± 0.78 2.21 ± 0.29

10Ö10 16.34 ± 1.19 12.1 ± 0.59
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Figure 10: MAE behaviour according to C/N0 ratio for fMP estimation.

Table 2: MAE in Hz for fMP estimation with respect to di�erent multipath attenuations.

Dataset Image

size

Algorithm

CNN-Reg CNN-HL

Strong multipaths

80Ö80 1.22 ± 0.20 0.60 ± 0.04

40Ö40 1.60 ± 0.27 0.75 ± 0.07

20Ö20 2.36 ± 0.41 1.17 ± 0.12

10Ö10 5.16 ± 0.26 3.60 ± 0.18

Moderate mutipaths

80Ö80 1.33 ± 0.29 0.72 ± 0.06

40Ö40 1.70 ± 0.23 0.87 ± 0.06

20Ö20 2.61 ± 0.45 1.52 ± 0.11

10Ö10 7.08 ± 0.36 5.52 ± 0.27

Weak multipaths

80Ö80 1.75 ± 0.31 1.26 ± 0.15

40Ö40 2.41 ± 0.38 1.42 ± 0.13

20Ö20 4.30 ± 0.41 2.84 ± 0.45

10Ö10 21.48 ± .68 19.04 ± 1.07

Random multipaths

80Ö80 1.62 ± 0.34 0.95 ± 0.08

40Ö40 2.06 ± 0.36 1.10 ± 0.13

20Ö20 3.40 ± 0.34 2.10 ± 0.28

10Ö10 12.40 ± 0.76 9.71 ± 0.22
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Figure 11: MAE behaviour according to C/N0 ratio for αMP estimation.

Table 3: MAE in % for αMP estimation with respect to di�erent multipath attenuations.

Dataset Image

size

Algorithm

CNN-Reg CNN-HL

Strong

multipaths

80Ö80 3.95 ± 0.93 1.30 ± 0.26

40Ö40 4.45 ± 0.61 1.48 ± 0.14

20Ö20 5.60 ± 0.70 2.22 ± 0.20

10Ö10 7.32 ± 0.40 5.99 ± 0.25

Moderate

multipaths

80Ö80 3.71 ± 0.64 1.08 ± 0.05

40Ö40 3.76 ± 0.53 1.22 ± 0.15

20Ö20 4.79 ± 0.55 1.73 ± 0.10

10Ö10 5.97 ± 0.16 5.00 ± 0.07

Weak

multipaths

80Ö80 3.53 ± 0.88 1.91 ± 1.16

40Ö40 4.06 ± 1.28 1.38 ± 0.57

20Ö20 4.09 ± 1.10 1.66 ± 0.22

10Ö10 7.87 ± 0.33 6.08 ± 0.12

Random

multipaths

80Ö80 3.48 ± 0.98 1.45 ± 0.19

40Ö40 3.78 ± 0.60 1.60 ± 0.14

20Ö20 4.97 ± 0.61 2.21 ± 0.28

10Ö10 8.28 ± 0.24 6.84 ± 0.12
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Figure 12: MAE behaviour according to C/N0 ratio for φMP estimation.

Table 4: MAE in degrees for φMP estimation with respect to di�erent multipath attenuations.

Dataset Image

size

Algorithm

CNN-Reg CNN-HL TG CNN-HL VM

Strong

multipaths

80Ö80 12.30 ± 1.46 4.26 ± 0.46 2.21 ± 0.16

40Ö40 15.41 ± 3.46 5.06 ± 0.61 2.62 ± 0.18

20Ö20 15.59 ± 2.44 5.68 ± 0.62 3.84 ± 0.23

10Ö10 29.68 ± 2.06 19.88 ± 0.88 13.16 ± 0.57

Moderate

multipaths

80Ö80 15.71 ± 3.07 5.13 ± 0.72 3.08 ± 0.35

40Ö40 15.72 ± 1.74 5.61 ± 0.32 3.70 ± 0.41

20Ö20 17.90 ± 1.99 7.28 ± 0.64 4.48 ± 0.48

10Ö10 42.55 ± 2.30 29.78 ± 1.44 19.90 ± 0.85

Weak

multipaths

80Ö80 26.45 ± 6.25 9.29 ± 1.40 6.46 ± 1.24

40Ö40 30.06 ± 3.35 12.26 ± 1.20 7.26 ± 0.54

20Ö20 29.57 ± 3.17 16.27 ± 1.86 9.58 ± 1.08

10Ö10 70.23 ± 1.56 60.53 ± 2.31 51.53 ± 2.41

Random

multipaths

80Ö80 19.90 ± 3.92 7.02 ± 0.67 4.47 ± 0.66

40Ö40 21.90 ± 3.51 8.26 ± 0.57 5.39 ± 0.78

20Ö20 22.73 ± 3.15 10.00 ± 1.06 7.21 ± 0.82

10Ö10 50.63 ± 2.56 37.85 ± 1.26 28.48 ± 1.66

3.4. Interpretation and discussion of results

The experiments made on the various datasets show the boosting e�ect of the
CNN-HL algorithm. The model CNN-HL always performs better than CNN-
Reg. It always achieves lower average MAE but also a lower standard deviation.
This shows that the technique is also more robust across runs. Therefore esti-
mations with the distributional technique are more accurate. The results also
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show that better estimation can be achieved on smaller input images. The input
size could be reduced from a resolution of 80x80 to 40x40 and sometimes 20x20.
The nature of the information we are interested in the correlator output images
is characterized by the multipath secondary peak of the correlation signal. The
results show that when the images are sub-sampled, the information remains
su�ciently present to be extracted by the neural network model. The main
reason comes from the fact that the 80x80 images are raw images that contain
redundant information. Sub-sampling the images a�ects the estimation but the
estimation performance remains acceptable as long as the resolution remains
above a certain level. This is also due to the fact that the information is spread
across the two channels I and Q. Combining low resolution patterns from the
two I and Q channels is very informative for the model to retrieve multipath
parameter estimates. Therefore, to a certain limit, the sub-sampling of images
preserves su�cient information. However, when the resolution reaches low lev-
els such as 10x10, the estimation performance is poorer and not su�cient for
practical use anymore. Additionally, in the case of the phase parameter, the
results also show that the use of the Von Mises distribution as a prior label dis-
tribution is adequate and signi�cantly improves the accuracy of the estimation
when compared to the use of a truncated Gaussian distribution. Overall, the
numerical results clearly demonstrate that the use of label distributions during
training enforces robustness in the estimation and con�rms the relevance of the
proposed distributional loss training model for CNN.

4. Conclusions

Estimating information from images is a useful but di�cult task. In this
work, we have addressed deep learning regression from multiple images chan-
nels. The proposed model makes use of convolutional neural layers in order to
extract high level features from images. Instead of carrying out classical re-
gression on these extracted features, a soft labelling approach is used to learn
underlying target distributions. The idea is to allow the neural network model
to account for some uncertainty in the target and therefore increase its general-
ization performance. The target distributions are modeled using histograms and
a speci�c histogram loss function based on the KL divergence is applied during
training. The resulting neural architecture incorporates a softmax output in
order to reconstruct the histogram discrete target probability. The complete
process could be applied to any applications that requires inference of function
values from multiple images channels. The model is applied to GNSS multi-
path estimation where multipath signal parameters have to be estimated from
correlator output images from the I and Q channels. The multipath signal de-
lay, attenuation, Doppler frequency and phase parameters are estimated from
synthetically generated datasets of satellite signals. Experiments are conducted
under various receiving conditions and various input images resolutions. For
all receiving conditions that have been tested, the proposed soft labelling CNN
technique using distributional loss outperforms classical CNN regression. In ad-
dition, the gain in accuracy obtained by the model allows downsizing of input
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image resolution from 80x80 down to 40x40 or sometimes 20x20. This reduction
of image resolution is a �rst step towards the implementation of such models in
physical receivers that are limited in the number of correlator outputs that can
be designed. Despite real datasets are di�cult to construct and label, further
research using the CNN-HL model on GNSS data should focus on data that
incorporates real receiving conditions. Additionally, from a model perspective,
future investigation should propose adaptive histogram loss techniques that ad-
just the number of bins and target distribution parameters to the data.
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