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ABSTRACT
The aerospace industry can benefit from conversational agents that provide efficient solutions for
safety-of-life scenarios. This industry is characterized by products and systems that require years of
engineering to achieve optimal performance within complex environments. With recent advances
in retrieval and language models, conversational agents can be developed to enhance the sys-
tem’s question-answering capabilities. However, evaluating the added-value of such systems in the
context of industrial applications, such as pilots in a cockpit, can be challenging. This article
presents the design, implementation, and user evaluation of a conversational agent called Smart
Librarian, which is tailored to the aerospace domain’s specific requirements to support pilots in
their tasks. Our results based on a controlled user experiment with flight school students indicate
that the user’s perception of the usefulness of the system in completing the search task is a good
predictor of both task score and time spent. The system’s responses to the relevance of the topic
is also a good predictor of task score. The perceived difficulty of the search task and its interaction
with the relevance of the system’s responses to the topic also play a key role in search perform-
ance. The mixed-effects models constructed in this study had large effect sizes, demonstrating par-
ticipants’ ability to assess their performance accurately. Nevertheless, user satisfaction with the
system’s responses may not be a reliable predictor of user search performance. Implications for
the design of conversational agents based on the domain’s specific requirements are discussed.

KEYWORDS
Enterprise search;
conversational search
system; aerospace industry;
question answering; user
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1. Introduction

There has been a notable rise in the use of conversational
search systems, both in personal and professional contexts in
recent years. Popular examples of these systems include Apple
Siri, Microsoft Cortana, Google Assistant, Amazon Alexa, and
ChatGPT, which have all become a regular presence in our
homes and on our mobile devices, thereby shaping our user
experiences (UXs), such as the user’s perceptions and
responses about the mistakes made by chatbots (de S�a
Siqueira et al., 2023) and the factors affecting the trust build-
ing of users (Rheu et al., 2021). Moreover, conversational
search systems have been deployed in e-commerce websites
and call centers to provide customer service support and
enhance overall user satisfaction. Recently, there has been a
shift toward evaluating conversational search systems, includ-
ing chatbots, with a focus on improving UX and selecting user
satisfaction as the primary criterion for success. For instance,
research has shown that interaction signals with Cortana can
be utilized to predict user satisfaction with search dialogues
with a high degree of accuracy when interacting with an intel-
ligent assistant (Kiseleva et al., 2016). Additionally, the Alexa

Prize Socialbot Grand Challenge1 was created as a research
competition aimed at advancing our understanding of human
interactions with socialbots, with the support of large amounts
of user data from Amazon.com. This evaluation approach has
been developed from a system design perspective.

A recent survey of dialogue systems has highlighted vari-
ous kinds of conversational systems associated with conversa-
tional agents, including task-oriented dialogue systems,
conversational agents, and interactive question-answering sys-
tems (Deriu et al., 2021). Issues related to the voice-based
user interface, such as recognition errors, UX, and voice
queries, have become more prominent in the fields of
human–computer interaction (HCI), UX, and information
retrieval (IR). While systematic reviews of empirical user
studies of conversational agents have revealed the importance
of agent performance quality, such as knowledge level and
task completion, for building trust in these artificial intelli-
gence devices (Rheu et al., 2021), the efficacy and health out-
comes of using these systems in the healthcare domain have
rarely been evaluated (Laranjo et al., 2018). From a user or
human-centered AI perspective, the usefulness of these
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systems in supporting user tasks has not been well-established
(C. Liu et al., 2021; Shneiderman, 2022).

One of the main goals of conversational search systems is
to provide information services in a natural and interactive
style, akin to human–human interactions in information-
seeking conversations. Ideally, user interfaces for conversa-
tional search systems should allow for clarifying questions
and a smooth flow of conversation (Hearst, 2011). This
research area has garnered significant attention from various
fields, such as Natural Language Processing (NLP), IR, and
HCI (Anand et al., 2020; Logacheva et al., 2020; Myers,
2019; Zamani et al., 2020).

The aerospace industry heavily depends on extensive col-
lections of documents that include system descriptions, man-
uals, and procedures. Many of these documents are subject to
specific regulations and must be utilized in the context of
safety-of-life scenarios, such as aircraft procedures in the
cockpit. However, pilots searching for particular information
in this vast corpus often spend a considerable amount of time
navigating through the documents. Even experienced pilots
who are familiar with the structure of the documents can
struggle to find known items within a limited timeframe.

Having a structured information organization enables quick
and accurate retrieval of specific information. In cases where
the structured information is not sufficient, search systems can
be employed; however, these systems have their limitations.
Typically, it is up to the user to adapt their search needs by
using specific keywords and/or syntax, which is known as the
difficulty of articulating information needs (Y.-H. Liu &
Belkin, 2008; Wittek et al., 2016). While simple queries with
readily available answers may not pose a significant challenge,
understanding complex procedures or troubleshooting system
errors can result in multiple queries and a cumbersome UX.

Our study focuses on the development of a “Smart
Librarian” system that combines a task-oriented dialogue
system with a conversational agent, incorporating both
voice-based and non-voice-based interfaces, as well as an
interactive question-answering component. The assistant is
designed as a task-oriented system for a specific domain,
featuring mixed system and user initiatives and a multi-
modal interface to enhance situation awareness in a cockpit.
Our objective is to evaluate the effectiveness of smart and
conversational search for cockpit documentation.

This article outlines the implementation and evaluation
of a conversational agent, with a specific focus on adapting
state-of-the-art technologies for aerospace domain specifi-
city. The design and evaluation of the conversational search
user interfaces (SUIs), called Smart Librarian (SL), are cen-
tered around a user-centered approach to support pilots in
cockpits. The assistant’s abilities are intended to align with
the requirements of conversational search systems to aid
pilots in their tasks. Our results indicate significant inter-
action effects between task difficulty and system types, with
the SL system performing better for more challenging search
tasks. We suggest potential research and development direc-
tions for conversational agents in the future.

This article represents an extension of our previous study
(Y. H. Liu et al., 2020), where we have broadened our

examination of relevant literature to include information-
seeking behavior and the evaluation of conversational search
systems. To further augment our research, we have formu-
lated and examined an additional research hypothesis, which
asserts a correlation between search task difficulty and user
perception measures, using logarithmic cross-ratio analysis.
Our extended findings include the relationship between
search task difficulty and user perception measures, the
impact of system and user perception on time spent, as well
as the influence of perceived difficulty and user perception
on time spent. To accommodate these supplementary out-
comes, our discussion has been expanded accordingly.

2. Related work

2.1. Information-seeking behavior

The investigation of human information behavior concen-
trates on users’ requirements for information, the process of
seeking information, and the utilization of information
across diverse situations (Case & Given, 2016). It constitutes
a significant part of information studies and highlights the
approaches that people utilize to search for information and
its application in tasks such as decision-making, problem-
solving, and sense-making. To comprehend the UX in work
environments, it is essential to have an accurate perception
of the information atmosphere and the techniques individu-
als utilize to find information to accomplish their tasks.

Research on information behavior has shed light on how
individuals in safety-critical environments make sense of
information. One notable contribution in this area is the dis-
tributed information behavior system introduced by von
Thaden (2008), which identifies three dimensions of informa-
tion behavior: information need, information seeking, and
information use, spanning the exploration–exploitation con-
tinuum. In a flight simulation study with 19 pilot training
students, video-recorded transcripts were analyzed to under-
stand the social information practice between high- and low-
performance crews. One significant finding was that “Overly
conditioned information behaviors, which would correspond-
ingly limit methodical information behaviors, can lead crews
to miss crucial steps in the process of projecting the future
state of the aircraft and suitably planning ahead” (von
Thaden, 2008, p. 1567). The finding emphasizes the signifi-
cance of procedures in information-seeking behavior within a
safety-critical environment like that of pilots in cockpits.
Hertzum and Simonsen (2019) demonstrate that procedures
in the workplace have an impact on information-seeking
behavior. More specifically, the triage and timeout procedures
implemented in emergency departments for normal, abnor-
mal, and emergency situations trigger different tasks. The
study also uncovers differences in the information-seeking
strategies used by experts and novices.

The correlation between tasks and information resources
has been studied, and it has been found that the type of
task, such as learning, fact-finding, doing, decision-making,
and problem-solving, and the genre of document, such as
best practices, frequently asked questions (FAQs), product
documentation, and whitepapers, as well as their
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interactions, influence the perceived usefulness of documents
in the workplace (Freund, 2013). Earle et al. (2015) have
demonstrated that work roles and experience also impact
the use of software documentation. These findings suggest
that individuals’ levels of domain expertise and experience,
work roles, tasks, and procedures all play a crucial role in
determining their information-seeking strategies and the
perceived usefulness of information resources.

2.2. Aviation cockpits and controls

Research into the aviation cockpit and controls environment
has centered on cognitive strategies and processing in high-
stress situations for the purpose of designing automated sup-
port systems. The role of cognitive processes inherent in
tasks and the specific cognitive strategies employed by pilots
in designing automated support systems, such as automated
cockpits, has been a key area of focus (Carim et al., 2016).
A study of the use of procedures, such as the Quick
Reference Handbook (QRH), in emergency situations in the
cockpit found that pilots used a range of resources, fre-
quently consulting fragments of the QRH checklists rather
than following them in sequence (Carim et al., 2016).

Endsley’s model of situation awareness has been widely
tested and applied to the design of systems in critical safety
environments (Endsley, 2018). Situation awareness, which is
defined as “a current understanding of the state of the world
and the systems being operated, is a critical foundation for
expertise in many complex domains, including driving, avi-
ation, military operations, and medical practice” (Endsley,
2018, p. 714). There are three levels of situation awareness,
namely perception, comprehension, and projection, with
research indicating that approximately 20% of pilot errors
occur at the comprehension level. Recent research on profes-
sional pilots’ situation awareness reveals that individual differ-
ences predict situation awareness (Cak et al., 2020).
Specifically, the lack of correlation between offline and online
measures of situation awareness suggests that both measures
should be used simultaneously to obtain a comprehensive
evaluation of situation awareness. In the context of predicting
offline situation awareness scores, working memory and level
of expertise exhibited the strongest predictive capacity. In con-
trast, expertise, divided attention, and inhibition emerged as
the most influential predictors for online situation awareness
scores (Cak et al., 2020). Furthermore, a systematic review and
meta-analysis of direct objective measures of situation aware-
ness found that the Situation Awareness Global Assessment
Technique (SAGAT) is a reliable measure of situation aware-
ness that can be applied across many domains (Endsley, 2021).

An observational and interview study of cockpit activities
for tangible design from the perspective of HCI found that
pilots expressed the importance of having tools separated
from the aircraft systems. The physical QRH, which can be
held in the hands, was especially valued by pilots in
degraded contexts where control is no longer available
(Letondal et al., 2018). In addition, an evaluation of the
usability of an information visualization system in flight to

enhance aviation safety was conducted in a flight simulator
setting (Aragon & Hearst, 2005).

The use of the electronic flight bag (e-flight bag) system
has replaced traditional paper-based documentation in avi-
ation. In order to improve current flight bags, SUIs for
within-document searches have been developed. Research
has focused on designing user interfaces that support access
to segments of full-text documents, specifically in the con-
text of book selection (Wacholder, 2008), within-document
retrieval (Harper et al., 2004), and focused retrieval (Arvola
et al., 2012). One proposed interface, ProfileSkim, uses an
interactive bar graph to retrieve relevant segments of a
document. A user study with manual indexing tasks found
that ProfileSkim was more efficient than other interfaces
with a “Find” command in web browsers, and was at least
as effective as the “Find” command tool (Harper et al.,
2004). Another proposed interface, the Focus þ Context
user interface, an extension of TitleBars for within-docu-
ment search and navigation (Schwartz et al., 2010), showed
that users did not have usability issues using the term-distri-
bution visualization system. Overall, these studies suggest
that interfaces with visualizations of term distributions in
long documents can be efficient in supporting user access to
portions of the document, which is particularly important in
aviation for efficient and timely information access.

From the perspectives of HCI, interfaces displaying spa-
tially stable overviews of the whole document have been
identified as efficient for navigating documents (Gutwin
et al., 2017). Field experiments have shown that the over-
view is useful for both pattern matching and revisiting
pages, particularly for locating previously visited pages. To
develop a spatial memory of long documents, interfaces with
augmented scrollbars that use visual items as landmarks for
revisiting long documents have been proposed (Mollashahi
et al., 2018). The findings suggest that double-icons, which
are two-level augmented scrollbars that use icons, result in
improved search performance and user preferences.

Overall, these studies suggest that systems designed for
aviation cockpits and controls need to consider the issues
regarding the role of cognitive processes inherent in tasks
and cognitive strategies employed by pilots. The role of con-
text in designing user interfaces for specific tasks, within-
document retrieval, and usability issues are emphasized.

2.3. Information seeking conversation

Interactive information retrieval (IIR) study has made an
effort to define the goals and communicative functions of
elicitations (i.e., questions to request information) in infor-
mation seeking conversations. This research has been
informed by theories of human–human communication and
linguistics. According to research by Wu (2005), user elicit-
ation behavior was found to be influenced by individual dif-
ferences such as rank, age, and experience as well as by
situational factors such as the length of the interaction and
the number of utterances. With specific reference to user
satisfaction, subsequent studies have developed the idea of
elicitation styles, which are defined by linguistic forms,
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utterance purposes, and communicative functions (Wu &
Liu, 2003, 2011). However, these findings have not been dir-
ectly applied to the design of conversational search systems.

Recent research has placed emphasis on creating recom-
mendations for system design based on user studies. For
instance, in one study, researchers analyzed human-
to-human interactions in a laboratory environment and
compared them to established search models to guide the
development of spoken conversational search systems
(Trippas et al., 2018). Additionally, there has been an
exploration of the system requirements for intelligent con-
versational assistants, with a focus on improving the overall
UX (Vtyurina et al., 2017).

Recent studies have adopted the idea of computers as
social actors and used interpersonal communication theories
to develop a taxonomy of social cues for conversational
agents (Feine et al., 2019). Ethnomethodology and conversa-
tional analysis have been employed to explore the role of
conversational interfaces in daily life, particularly in relation
to designing request and response structures for embedded
social interactions (Porcheron et al., 2018). In addition, the
Expectation-Confirmation Theory has been used to propose
a PEACE (Politeness, Entertainment, Attentive Curiosity,
and Empathy) model for conversational chatbots, emphasiz-
ing the importance of adhering to politeness norms
(Svikhnushina & Pu, 2022). This research thread, along with
IR research, contributes to ongoing discussions on borrow-
ing and re-conceptualizing theories from other fields for the
design of conversational search systems.

2.4. Conversational search system

System requirements for conversational search systems were
defined as “a system for retrieving information that permits a
mixed-initiative back and forth between a user and agent,
where the agent’s actions are chosen in response to a model of
current user needs within the current conversation, using
both short- and long-term knowledge of the user” (Radlinski
& Craswell, 2017, p. 160). An evaluation framework for con-
versational agents in the aerospace sector was introduced,
with the aim of identifying conversational styles for construct-
ing computational models for speech-based agents (Arnold
et al., 2019). Additionally, research has been conducted to
identify the conversational styles for building computational
models at scale for speech-based conversational agents
(Thomas et al., 2018). Researchers proposed a natural conver-
sation framework for a conversational agent that can engage
in natural conversations, which is based on the conversation
analysis (CA) from sociology (Moore & Arar, 2019). The sys-
tem was designed with a conversational-centric interaction
style in mind, with the goal of natural understanding and con-
versational competence. It consists of 15 types of conversa-
tional UX patterns for (1) conversational activities, (2)
sequence-level management, and (3) conversation-level man-
agement. The technical discussions are based on IBM’S
Watson Assistant. These studies suggest the existing methods
used to explore the conversational search systems from the
perspectives of conversational search system design.

Technical research on conversational search systems has
focused on identifying user intent during information-seek-
ing conversations, designing user interfaces for various inter-
action modes, and providing clarification questions. Neural
classifiers are used to identify user intent, with the position of
an utterance in a dialogue being the most significant struc-
tural feature (Qu et al., 2019). The formulation of tasks as
noun phrase ranking problems is used to generate clarifica-
tion questions from community question-answering websites
(Braslavski et al., 2017). Neural models are used to generate
clarification questions by taking into account the sequences
of interaction purposes (Aliannejadi et al., 2019). A formal
model of information-seeking dialogues that includes the
query, request, feedback, and answer has been proposed to
identify the frequency of sequence patterns (Vakulenko et al.,
2019). These studies demonstrate the technical aspects that
have been examined regarding conversational search systems,
focusing on identifying user intent, designing user interfaces,
and providing clarification questions.

Overall, although conversational search systems have
received significant research and practical attention, their
usefulness has not been thoroughly evaluated from the user’s
perspective during the system design process.

2.5. Evaluation of conversational search system

The multidisciplinary nature of conversational search system
research has led to varying approaches in their evaluation.
In the field of NLP, one of the primary evaluation
approaches distinguishes between intrinsic and extrinsic
evaluations of machine outputs (Schneider et al., 2010).
Intrinsic evaluation assesses the system’s internal outputs,
while extrinsic evaluation examines how the system’s use
contributes to external outcomes, such as task completion.

Evaluation approaches for conversational search systems
vary across different communities. In the IR community, the
focus has been on creating test collections to compare system
performance, using appropriate evaluation metrics for differ-
ent types of question-answering tasks. This is an intrinsic
approach that evaluates the internal outputs of the system.
One example is the Text REtrieval Conference (TREC)
Question Answering (QA) track (Voorhees, 2008), which
aimed to investigate appropriate evaluation methodologies for
question-answering systems through the development of a
test collection and assessing fact-based short answer ques-
tions. Assessors evaluated the correctness of answers. Another
example is the complex, interactive question answering
(ciQA) task (Dang et al., 2006), which involved factoid and
list questions in interactive systems and moved away from fac-
toid questions and one-shot interactions. The evaluation met-
rics for ciQA included accuracy and average F-score.
Recently, the TREC Complex Answer Retrieval (Dietz et al.,
2018) focused on answering questions that require multiple
text segments, passage task, and entity task, and the evaluation
metrics included RPrec (Precision at R, where R is the number
of relevant documents for a given query), MAP (Mean
Average Precision), and NDCG (Normalized Discounted
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Cumulative Gain) to consider the effectiveness of a ranking
search system.

When evaluating interactive IR systems, such as conver-
sational search systems, from a user perspective, the
approach taken is extrinsic and holistic, with a focus on
identifying appropriate measures for successful task comple-
tion. For example, an empirical study (Su, 1992) aimed to
identify the best evaluation measure for interactive IR per-
formance by analyzing 40 users with genuine information
needs interacting with intermediaries and conducting post-
search interviews. The results indicated that the value of
search results is the most effective measure of search suc-
cess. Other critical factors that influence measures of search
success include interaction and effectiveness. Evaluation
methodologies have been developed to assess the usefulness
of proposed interactive, analytical question-answering sys-
tems that support intelligence analysts in writing up reports.
These methodologies measure the system’s effectiveness by
the quality of reports produced (Kelly et al., 2007; Small &
Strzalkowski, 2009; Sun et al., 2011; Wacholder et al., 2007).

In order to evaluate conversational search systems, several
factors need to be taken into consideration, including the
domain of application (e.g., open or domain-specific), the
specific tasks that the system is intended to support (e.g.,
goal-oriented or non-goal oriented dialog, complex answer
retrieval), and the alignment between the task and the met-
rics used to evaluate the system. The intrinsic approach pro-
vides a way to compare system performance in a controlled
environment, while the extrinsic approach can demonstrate
how the use of a conversational search system contributes to
task completion. By considering these factors and selecting
appropriate evaluation methodologies, we can gain a better
understanding of the strengths and limitations of conversa-
tional search systems, and make improvements to enhance
their usefulness and effectiveness.

Our study adopts a comprehensive method to investigate
both UX and performance when engaging with a prototype
conversational agent. Our objective is to bridge the divide
between evaluations centered around system-generated met-
rics and those reliant on human input, as seen in the crowd-
sourcing platforms used in the Alexa Prize Socialbot Grand
Challenge (Dinan et al., 2020).

3. User experiment

3.1. Evaluation objective

The alignment between system design requirements and
evaluation objectives is important for a user-centered
approach to system design and evaluation. Our evaluation
objective is to determine the relationship between the search
tasks in the typical flight operation scenarios and the per-
ceived usefulness of the system for task completion.

3.2. Research hypothesis

Studies on user information seeking have indicated that
various factors, such as domain expertise, work roles, tasks,

and procedures, can affect users’ strategies for seeking infor-
mation and their perceived usefulness of information resour-
ces (Earle et al., 2015; Freund, 2013; Hertzum & Simonsen,
2019; Li & Belkin, 2008). Information behavior research has
shown that in safety-critical environments, overly condi-
tioned information behaviors can limit methodical informa-
tion behaviors, leading to a risk of missing crucial steps in
the process of projecting the future state of the aircraft and
planning ahead (von Thaden, 2008). Additionally, profes-
sional pilots’ situation awareness can be predicted by indi-
vidual differences in their level of domain-specific expertise
(Cak et al., 2020).

Studies on user behavior have indicated that domain
knowledge of users has an impact on their perception of
search interfaces and the features of a system, particularly in
situations where the search environment is uncertain. User
perception in this context refers to their understanding of
the search interactions and their interpretation of the search
results. For instance, domain experts have found the sugges-
tion feature useful for unfamiliar search tasks (Tang et al.,
2013), whereas medical practitioners have been able to find
highly relevant documents using semantic components to
structure their queries (Lykke et al., 2012). Furthermore,
topical knowledge and credibility perception in web searches
have been shown to be correlated (Lee & Pang, 2018). These
findings suggest that the perceived usefulness of system fea-
tures is affected by the user’s domain knowledge, as well as
their familiarity with the search tasks. However, the relation-
ship between domain knowledge and user perception meas-
ures in specific domains requires further investigation.

Therefore, within the context of the aerospace domain,
our proposed research hypotheses are as follows:

H1. Search task difficulty is correlated with user perception
measures.

H2. Types of search systems and user perceptions affect
user search performance.

H3. Perceived search task difficulty and user perceptions
affect user search performance.

3.3. Research design

In this study, our main focus is on designing and evaluating
conversational search systems from a user’s perspective. To
achieve this, we have decided to adopt a laboratory setting to
observe and analyze user interactions with a prototype sys-
tem. This approach has been selected because it allows us to
establish a causal relationship between variables in a con-
trolled environment, and we can use the findings to inform
specific design decisions. However, it is important to note
that this approach is resource-intensive, time-consuming,
and requires a diverse range of expertise (C. Liu et al., 2021).
Additionally, the results obtained from laboratory studies
may be subject to individual variability, as highlighted by
previous research studies (e.g., Steichen et al., 2014; Tang
et al., 2013; Wittek et al., 2016). Some examples of these
studies include experiments involving pilots co-designing a
system in a flight simulator (Aragon & Hearst, 2005) and
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touch design experiments with students in a turbulent envir-
onment (Cockburn et al., 2017).

The experiment protocol has been approved by the
Toulouse University Research Ethics Committee (IRB00011
835-2020-29-03-208). Each participant was presented with
an informed consent form to sign-off before the experiment
started.

3.4. Experiment setting

The experiment was conducted in the environment of a flight
simulator (BIGONE – A320/A330 cockpit simulator) within
the ACHIL (Aeronautical Computer Interaction Lab) plat-
form of the ENAC (Ecole Nationale de l’Aviation Civile)
Research Lab. The setting was intended to create an environ-
ment that can elicit the information needs of participants, as
suggested in simulated work task situations (Borlund, 2016).

3.5. Search task

We have taken into account the complexity of search tasks
by categorizing them as easy or complex, using the search as
learning approach in our design process (Urgo et al., 2019).
To assess the perceived complexity of the search tasks after
using the system, we administered a questionnaire to the
users (Li & Belkin, 2008). Specifically, the easy task involves
fact-finding (see Figure 1) while the hard task requires a
higher level of understanding of the problems and/or some
cognitive reasoning for answering the questions.

In easy search tasks, the problem description contains
relevant words that can be used to craft the “best question”
pointing to a unique procedure (or document unit) that
contains the solution. By contrast, in hard search tasks, the
problem description does not contain any words matching
the “best question” and the subject will need to rephrase the
problem. Moreover, the user needs to explore at least two
document units to find the answer. Besides, there is a need

to reformulate the problem with new words/questions and
at least two document units are necessary to find the solu-
tion to the problem. In other words, several successive ques-
tions are needed to identify the solution (see Table 1).

For each task, the ground truth has been defined by a set
of domain experts by pointing the exact expected answer(s)
and the exact procedure(s) in which these can be found in
the FCOM (Flight Crew Operating Manual) document. The
very narrow specificity of the aeronautical domain and the
particular form of documents, allowed to ensure that the
answers are unique for each task and that their location in
the documentation is unique.

3.6. Arrangement of experimental conditions

Subjects in the study were presented with tasks using a trad-
itional Graeco-Latin square design (Kelly, 2007). To minim-
ize the effect of presentation order of treatments (Kirk,
2013), the study employed a 2 � 2 design that included two
types of search systems (i.e., e-flight bag and SL) and two
types of search tasks (easy and hard). All participants inter-
acted with both systems and both search tasks using a tablet
similar to the one used by professional pilots in the cockpit.

3.7. Metrics

3.7.1. Search performance
The tasks defined are pure goal-oriented search task: the
user was given five minutes to find the exact answer and
locates the procedure used. Classic precision and recall met-
rics used in IIR do not apply in this context and the score
used can be seen as a Boolean success metric based on the
expert ground truth (one could note it is similar to the
TOP1 precision – but measured based on user’s response).

Thus, performance was evaluated through [0;1] scores for
each step in the tasks (finding the right procedure, finding
the right answer to the situation in the procedure, finding

Figure 1. Example of a simple task.
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the next procedure, etc.). Since hard tasks had more steps,
the task score was the average of scores in [0;1] for each
step (1 being the maximum). This scoring strategy relies pri-
marily on the task that can be understood from the user’s
point of view as a fact-finding problem. The classic preci-
sion/recall of the system measures are only taken into
account through the lens of the user’s selection in this inter-
active experimentation.

This can be seen as a quantitative metric with one data
point per user per search task.

3.7.2. User’s perception of the problem and system
The study collected additional metrics by administering
post-search questionnaires after each task and a final exit
questionnaire. A five-point Likert scale was used to collect
user perceptions of task difficulty, familiarity, system rele-
vance, and usefulness. Each participant completed the ques-
tionnaires after each task and system usage.

3.8. Prototype system

In our user experiment, we have developed a SL prototype to
address the evaluation objective of determining the relationship
between the types of search tasks and the perceived usefulness
of search. The system is built around three main components:

� A dialog engine (based on RASA platform (Bocklisch
et al., 2017) handling the conversation and identifying
user’s intents;

� A search engine (based on Solr (Turnbull & Berryman,
2016)) where the documents collection is indexed follow-
ing the BM25F relevance framework (Robertson &
Zaragoza, 2009);

� A QA engine, based on a BERT large model (Devlin
et al., 2019), fine-tuned using the FARM framework.2 A
multi-task setup was used for the fine-tuning: one task is
the classical QA task (detecting the span of text) on
SQUAD 2.0 dataset (Rajpurkar et al., 2018); the other is
a classification task (i.e., whether the answer to the ques-
tion is contained or not in the document extract).

3.8.1. The dialog engine
We used the open-source RASA platform for the implementa-
tion of the dialog engine (Bocklisch et al., 2017), comprising:

� Natural language understanding: Recognizing high-level
intent/entities from raw user utterances (e.g. “greeting”,
“positive/negative feedback” or “question”);

� Dialog policy: Predicting the next best action (an utter-
ance or a custom action) based on current dialog state,
including last recognized intent.

Both components above were trained with machine learn-
ing pipelines provided in RASA, based on natural language
and story examples: the former maps user utterances to pre-
defined intents/entities, the latter gives typical dialog scen-
arios to learn and generalize from (to avoid building
manually a conversation state machine).

The core “skill” of our dialog engine focuses on recogniz-
ing any generic question from the user, mapping it to the
“question” intent, and predicting the trigger of a custom
action (written in Python), which calls the retriever and QA
systems described in next sections to provide an answer.
Examples of natural language questions were built by com-
bining open QA dataset questions with in-house examples
more related to our pilots’ documentation context. Taking
inspiration from the real dialogs in the technical problem-
solving domain from MSDialog dataset (Qu et al., 2018), we
also integrated positive/negative feedback intents to be able
to handle user reactions after providing an answer: in case
of negative feedback, a custom action is triggered to propose
the best answer from the document ranked just below the
one currently suggested.

A chitchat “skill” (i.e., another sub-part of our conversa-
tional system) was added to the core one, containing more
than 50 typical small talk intents and responses to make the
dialog appear more human-like: “greeting”, “goodbye”,
“thanking”, etc. Some chitchat user utterances might be in
question form but are usually learned not to be confused
with the generic “question” intent mentioned above with
enough training data.

3.8.2. The retriever
This component consists of an IR system, which follows the
classic architecture of recent neural QA systems. It allows to
filter the overall document collection (1) to exclude non-
relevant documents and (2) reduce the considered set of
documents to a size that is compatible with the foreseen
response time.

First, the document collection has been extracted from its
original XML format which includes simultaneously seman-
tic and presentation tagging. The isolation of each procedure
has been done at this level as well as the extraction of meta-
data such as a unique identifier, applicability scope, and
classification in the hierarchical ATA chapters.3 This allowed
defining the minimal granularity of the collection. The text
content has then been pre-processed to eliminate

Table 1. Difficulty level of search tasks, with description and key aspects (FL means “Flight Level”).

Label Level Title Initial trigger/message Flight condition

Tutorial Easy Captain’s duty N/A Cruise
Task A Easy Cockpit windshield cracked Bird strike/window crack Cruise FL370
Task B Easy Bomb on board N/A Cruise
Task C Hard ALL ENGINE FAILURE over the sea ALL ENGINE FAILURE Cruise flying FL350 over the ocean, >70NM from coast
Task D Hard Air too hot in the cockpit Air too hot Cruise FL370
Bonus Hard Engine fire over mountain ENG 1 FIRE Climbing over the Alps in FL350

Note: The first task familiarizes the participant with the experiment setup, whereas the final task introduces the participant to the setup of a flight simulator.
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inconsistent formatting issues and improve the quality of
the terms indexed such as resolving abbreviations meanings,
adapting the numerical representation of units, and flatten-
ing table content to ensure headers and legends are correctly
indexed.

We compared different indexing schemes (including the
classic tf/idf) and the BM25F from (Robertson & Zaragoza,
2009) allowed to offer the best performances.

3.8.3. The QA system
3.8.3.1. BERT fine-tuning approach. The QA module in the
pipeline is an extractive QA approach, where the model
extracts a span of text from a document to answer a natural
language question. The QA model is obtained by fine-tuning
a BERT language model (Devlin et al., 2019) for an extractive
QA task on the SQuAD 2.0 dataset (Rajpurkar et al., 2018).

Almost all QA datasets are made of long documents that
cannot fit in a standard transformer model. Hence, for a
given question and a document to consider, the document is
first decomposed into n smaller passages; those passages are
provided, with the question to answer, as input to the QA
engine; this step results in n predictions, that need to be
aggregated to get a final answer for the given question/docu-
ment pair. The different steps are summarized in Figure 2.

The input in Figure 3 provided to the QA model contains
tokens from both the question and the passage, some special
tokens, and eventually some padding tokens (that enables to
reach the model’s maximum sequence length if needed).

Formally, we define a training set instance as a triple (c,
s, e), where c is a context of a given size
(max seq len 2 f384, 512g in this study) of wordpiece ids,
corresponding to the question, to the passage considered, to
some special tokens and eventually some padding. ðs, eÞ 2
½0,max seq length�2 respectively refer to the start and end of
the target answer span when the answer span is contained
in the passage; they are both equal to 0 otherwise.

During inference, the predictions for each passage need
to aggregate to extract, from the document, the answer (or
not) to the question. If the best prediction for each passage
is no answer, then the final prediction is no answer.
Otherwise, the final prediction is built by picking up the
answer span kind prediction with the highest score.

The FARM framework4 was used to fine-tune the BERT
models on the QA task. More details on the approach can
be found in this blog post.5

3.8.3.2. Multi-task approach. Multi-task learning (MTL)
aims at boosting the overall performance of each task by lever-
aging useful information contained in multiple related tasks.
It has shown great success in NLP. The main idea of MTL is
to leverage useful information contained in multiple related
tasks to improve the generalization performance of all the
tasks (Zhang et al., 2018). Multi-task learning has been suc-
cessfully used in many applications from machine learning,
from NLP (Collobert & Weston, 2008) and speech recognition
(Deng et al., 2013) to computer vision (Girshick, 2015), etc.

With the MTL approach, a training set instance becomes a
four-tuple ðc, s, e, tÞ where c is a context of a given size
(max seq len 2 f384, 512g in this study) of wordpiece ids,
corresponding to the question, to the passage considered, to
some special tokens and eventually some padding. ðs, eÞ 2
½0,max seq length�2 respectively refer to the start and end of
the target answer span. t is the tag associated to the sample
with two possible values: t ¼ SPAN if the answer to the ques-
tion is in the passage considered, t ¼ NO SPAN otherwise.

Adding this classification head to the network, that tries to
predict if it is able to answer a question given the considered
passage, may help the overall performance of the QA engine.

During training, the losses of both tasks, QA on one hand
and classification, on the other hand, are summed. During
inference, as for the question-answering task, for a question
and a given document, all results from all the samples of
question/passage have to be aggregated to get at the end a
unique classification: “SPAN” if the answer is in the docu-
ment, “NO SPAN”. For this step, we went for a basic
approach, which consists of taking the classification tag from
the passage with the highest score for the classification head.

3.8.4. Application integration
Additional capabilities to process speech inputs and produce
speech outputs have been integrated as an alternative to the
traditional textual input. Figure 4 offers an overview of the
whole architecture.

The whole system was made available through a reactive
web interface enabling conversation and document exploration

Figure 2. QA engine pipeline.
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(see Figure 5). It was deployed in a cloud environment and
made accessible to users through a tablet.

The reference system (e-flight bag) was one of the current
software used by many pilots in commercial flights. This
application is distributed on tablets and customized for each
aircraft. Only the library features (for access to documents
and procedures) were used in the experiment. Neither the
baseline system and the prototype system had the speech
recognition feature in the experiment.

3.9. Participants

We recruited students from an aviation school, currently in
their early years of training for becoming commercial air-
craft pilots. Even if these students did not have any airline
experience yet, they have a good understanding of aircraft
technologies and flying physics. At the time of the experi-
ments, they did not have a particular course on a specific
aircraft (such as A320).

3.10. Evaluation protocols

We have developed realistic scenarios for user experiments
by engaging with engineers and consulting with an ergo-
nomic expert with specialties in designing systems for pilots

(see Table 1). The simulated work task situations toolkit has
been followed for triggering user information needs and the
evaluation of user search behavior and system performance
(Borlund, 2016). In designing search tasks, we have consid-
ered the complexity of tasks from the perspectives of search
as learning (Urgo et al., 2019). Several questionnaires,
including a demographic questionnaire (Appendix A), post-
search (Appendix B), and exit questionnaire (Appendix C),
have been developed to assess the user perceptions during
the search process as well as overall perceptions about the
whole interaction process. Finally, to ensure that the training
for each participant is consistent across all sessions, experi-
mental guidelines have been developed and used in our
experiment.

4. Data analysis

To examine whether there is a significant relationship
between user perception measures and search task difficulty,
we employed a logarithmic cross-ratio analysis technique
(Fleiss et al., 2003). We chose this technique due to its abil-
ity to resist sample selection bias and its successful use in
analyzing the relationship between individual differences
and user search and gaze behavior in previous research (e.g.,
Saracevic et al., 1988; Wittek et al., 2016).

Figure 3. Input to the QA model (with a size equal to the maximum sequence length).

Figure 4. Overview of the prototype architecture.
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To analyze the effects of system and user perceptions
on search performance, we employ mixed-effects models
that take into account both fixed effects, which are
related to experimental conditions, and random effects,
which account for individual differences in the sample.
Mixed-effects models are particularly useful in examining
the impact of random effects of subjects and search tasks,
and have been applied in previous IR research to model
search topics, gaze behavior, and user characteristics
(Baayen et al., 2008; Carterette et al., 2011; Hofmann
et al., 2014; C. Liu et al., 2019). We use the lme4 pack-
age in R statistical computing software to fit our models
(Bates et al., 2015).

We did not find any significant relationship between the
order of the search tasks and the time spent on them
ðR ¼ 0:012, p ¼ 0:92). On average, participants spent around
four minutes on each search task, with a standard deviation
of 1.55minutes, and within the seven-minute time limit
(M ¼ 4:04, SD ¼ 1:55). Our full model construction and
data fitting considered both fixed effects of system and user
perception, as well as the random effects of search task and
user. We used an automatic backward model selection to fit
the data to a linear mixed model (Kuznetsova et al., 2017),
and found that the random intercepts for both search task
and user were significant for time spent, with p < :001 and
p < :01, respectively. Thus, we selected a mixed-effects
model that controlled for search task and user as random
effects. We also conducted diagnostic checks to assess the
normality of residuals, outliers, distribution of random
effects, and heteroscedasticity. We found that the random
intercepts for search task were significant for task score,
with (p < :001), and thus selected a mixed-effects model
with search task as a random effect.

5. Results

5.1. Participant characteristics

The study included 16 pilot school students, the majority of
whom were aged between 18 and 25 years. Nearly, all students
had flying experience as an amateur or student pilot, with an
average of less than 70 flight hours, while three students had
general aviation experience for over 5 years. None of the par-
ticipants had commercial flying experience. Most of the stu-
dents reported using search engines every day or several times
a day, but had limited experience using virtual assistants.
Demographic variables were not found to be correlated with
search performance or user perception measures. Therefore,
the participants were considered homogeneous with respect
to demographic variables.

5.2. Search task difficulty and user perception measures

Table 2 shows that user perception measures of the systems
were all negatively correlated with search task difficulty,
except for the user’s familiarity with the search task.

To clarify the results, when the search tasks were per-
ceived as difficult, the systems were less likely to be useful
for completing the tasks. This decrease in usefulness was a
factor of 0.04, which translates to a 96% reduction in useful-
ness. The perceived difficulty of the search tasks was found
to be consistent with the actual difficulty, indicating that the
tasks were designed as intended. The results also showed
that perceived task difficulty was a better predictor of user
perception than task familiarity, as there was no correlation
found between search task familiarity and difficulty.
Therefore, while our research hypothesis H1: search task dif-
ficulty is correlated with user perception measures is

Figure 5. Screenshot of the prototype showing conversation on the left, search result panel in the center, and document view on the right.
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partially supported, and the correlation is specifically with
user perception measures about the systems and perceived
task difficulty, rather than familiarity with the search task.

5.3. Search performance by search task difficulty

Search performance was evaluated through [0;1] scores for
each step in the tasks (finding the right procedure, finding
the right answer to the situation in the procedure, finding
the next procedure, etc.). Since hard tasks had more steps,
the score was normalized in [0;1] for each task (1 behind
the maximum score). The overall results suggest that there
was no significant difference in search performance by task
score and time spent (min). However, there were very sig-
nificant differences in search performance by search task.
Figures 6 and 7 indicate that the proposed SL system
enhanced task score for hard search tasks, but there was no
significant difference by time spent. As expected, search task
difficulty had significant effects on search performance. The
SL system performed particularly well for hard search tasks.

5.4. Effect of system and user perception on task score

Table 3 presents the results of backward model selection
(Kuznetsova et al., 2017) for the mixed-effects of system and
user perception on task scores.

According to the results, the fixed effect of the system
did not appear in the selected models, while the perceived

Table 2. Summary of the relationship between search task difficulty and user perception measures. N search task difficulty and user per-
ception measures ¼ 64, N user perception measures ¼ 64; statistical significance at 95%.

CutPoint (mean) Odds ratio Log odds Stand. error t-Value Stat. signif.

familiarity 1.45 1.00 0.00 0.52 0.00 No
perceived_difficulty 2.86 12.37 2.52 0.60 4.16 Yes
sys_usefulness 3.56 0.04 �3.26 0.76 �4.31 Yes
topic_relevance 3.77 0.05 �3.00 0.75 �4.00 Yes
utility 3.42 0.10 �2.31 0.58 �3.97 Yes
sys_satisfaction 3.48 0.09 �2.37 0.60 �3.96 Yes
process_satisfaction 3.42 0.12 �2.13 0.57 �3.76 Yes

Notes: Familiarity is the user’s familiarity with the task topic; perceived difficulty refers to how difficult the search task was; sys_usefulness
refers to how useful the system was in completing the task; topic_relevance is how relevant to the topic the system’s responses were;
utility refers to how useful the system’s responses were to find answers; sys_satisfaction is how satisfied with the system’s responses;
process_satisfaction refers to how satisfied with the search process.

Figure 6. Boxplot of the types of systems and task score by search task difficulty.

Table 3. Model selection of fixed and random effects for system and
user perception measures by task score.

Fixed and random effects model

Model 1 sys_usefulness þ (1 j user)
Model 2 topic_relevance þ (1 j task)
Model 3 utility þ (1 j task) þ (1 j user)
Model 4 sys_satisfaction þ (1 j task) þ (1 j user)
Model 5 process_satisfaction þ (1 j task)
Notes: sys_usefulness refers to how useful the system was in complet-
ing the task; topic_relevance is how relevant to the topic the sys-
tem’s responses were; utility refers to how useful the system’s
responses were to find answers; sys_satisfaction is how satisfied with
the system’s responses; process_satisfaction refers to how satisfied
with the search process; random intercepts for task and user are
specified with (1jtask) and (1juser), respectively.
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usefulness of the system was influenced by the random
effect of the user. The relevance of the system’s responses to
the topic and user satisfaction with the search process were
influenced by the random effect of the task. The usefulness
of the system’s responses to find answers and user satisfac-
tion with system responses were influenced by the random
effects of both user and task. In summary, user perception
measures were significant as fixed effects, while the random
effects of user and task varied in the selected models.

Table 4 reveals that all the user perception measures
made significant differences in the task score.

The best model, as determined by the Akaike information
criterion (AIC), was model 1, where 65% of the variance
was explained by the user-perceived usefulness of the sys-
tem. Model 2, where 41% of the variance was explained by
the relevance of the system’s responses to the topic, followed

closely behind. Interestingly, in model 4, user satisfaction
with the system’s responses had an effect size of 21%. These
findings suggest that system designers should prioritize fea-
tures that enhance user-perceived usefulness (which relates
to usability) and relevance of the system’s responses to the
topic (which relates to effectiveness), rather than solely
focusing on user satisfaction as a predictor of search
performance.

5.5. Effect of system and user perception on time spent

Table 5 presents the results of model selection for the
mixed-effects of the system and user perception on time
spent.

The results show that the system did not make any differ-
ence in the time spent on user perception measures. All the

Figure 7. Boxplot of the types of systems and time spent (min) by search task difficulty.

Table 4. Effect of system and user perception on task score.

Task score

Model 1 Model 2 Model 3 Model 4 Model 5

sys_usefulness 0.25��� (0.02)
topic_relevance 0.19��� (0.03)
utility 0.13��� (0.03)
sys_satisfaction 0.12��� (0.03)
process_satisfaction 0.08��� (0.03)
Constant –0.20�� (0.09) –0.01 (0.15) 0.27� (0.15) 0.28� (0.15) 0.44�� (0.18)
N 64 64 64 64 64
Log likelihood –1.90 –2.20 –5.79 –6.92 –11.99
AIC (Akaike information criterion) 11.79 12.39 21.57 23.85 31.99
ICC (intraclass correlation) 0.21 0.33 0.56 0.55 0.55
R2 (fixed) 0.65 0.41 0.22 0.21 0.06
R2 (total) 0.72 0.60 0.66 0.65 0.58
�p < .1.��p < .05.���p < .01.
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perception measures had significant effects on the time
spent. The random effects of both task and user were pre-
sent in the models.

Table 6 shows that the marginal effect size of user per-
ception measures ranged from 9% to 32%, while there was
little difference in the total effect size. Overall, the results
suggest that the perceived usefulness of the system is the
best predictor of user search performance by time spent.

Therefore, our research hypothesis H2, which states that
the types of search systems and user perceptions will affect
user search performance, is partially supported. Specifically,
our findings suggest that the search system is not correlated
with user search performance as measured by task score and
time spent. Instead, the user’s perception of the usefulness
of the system in completing the search task is a good pre-
dictor of both task score and time spent. Furthermore, the
system’s responses to the relevance of the topic are also a
good predictor of task score.

5.6. Effect of perceived difficulty and user perception on
task score

Table 7 shows that the best model was perceived search task
difficulty and its interactional effect with the relevance of
the system’s responses to the topic, which accounts for 52%
of the variances.

To summarize, when participants perceived a search task as
difficult, they had more difficulty determining the relevance of

the system’s responses to the topic. User perceptions of the sys-
tem’s usefulness and satisfaction had significant effects on task
scores, and there were significant interactional effects as well.
Results from Tables 4 and 7 indicate that user perception of
system usefulness was the best predictor of task score, and there
was no correlation between perceived search task difficulty and
task score. The constructed mixed-effects models had relatively
large effect sizes, indicating that participants were adept at
assessing their performance.

5.7. Effect of perceived difficulty and user perception on
time spent

Table 8 reveals that the best model was the usefulness of the
system, which accounts for 39% of all variances. All the user
perception measures had significant effects on time spent.

Table 5. Model selection of fixed and random effects for user perception
measures by time spent (min).

Fixed and random effects model

Model 1 sys_usefulness þ (1 j task) þ (1 j user)
Model 2 topic_relevance þ (1 j task) þ (1 j user)
Model 3 utility þ (1 j task) þ (1 j user)
Model 4 sys_satisfaction þ (1 j task) þ (1 j user)
Model 5 process_satisfaction þ (1 j task) þ (1 j user)
Notes: sys_usefulness refers to how useful the system was in completing the
task; topic_relevance is how relevant to the topic the system’s responses
were; utility refers to how useful the system’s responses were to find
answers; sys_satisfaction is how satisfied with the system’s responses; pro-
cess_satisfaction refers to how satisfied with the search process; random
intercepts for task and user are specified with (1jtask) and (1juser),
respectively.

Table 6. Effect of system and user perception on time spent (min).

Time spent (min)

Model 1 Model 2 Model 3 Model 4 Model 5

sys_usefulness –0.63��� (0.11)
topic_relevance –0.58��� (0.12)
utility –0.48��� (0.10)
sys_satisfaction –0.46��� (0.10)
process_satisfaction –0.37��� (0.10)
Constant 6.27��� (0.58) 6.23��� (0.66) 5.69��� (0.60) 5.64��� (0.62) 5.32��� (0.69)
N 64 64 64 64 64
Log likelihood –80.17 –83.29 –83.07 –84.75 –87.82
AIC (Akaike information criterion) 170.34 176.58 176.14 179.51 185.63
ICC (intraclass correlation) 0.69 0.69 0.73 0.73 0.75
R2 (fixed) 0.32 0.23 0.19 0.18 0.09
R2 (total) 0.79 0.76 0.78 0.78 0.77
���p < .01.

Table 7. Effect of perceived search task difficulty and user perception on task
score.

Task score

Model 1 Model 2 Model 3

perceived_difficulty –0.33��� –0.33��� –0.35���
(0.10) (0.08) (0.09)

topic_relevance –0.11
(0.10)

perceived_difficulty:topic_relevance 0.06���
(0.02)

utility –0.16��
(0.08)

perceived_difficulty:utility 0.06���
(0.02)

sys_satisfaction –0.18��
(0.09)

perceived_difficulty:sys_satisfaction 0.06���
(0.02)

Constant 1.46��� 1.66��� 1.80���
(0.46) (0.37) (0.41)

N 64 64 64
Log likelihood –2.16 –5.50 –6.71
AIC (Akaike information criterion) 16.31 23.01 25.42
ICC (intraclass correlation) 0.30 0.36 0.34
R2 (fixed) 0.52 0.41 0.41
R2 (total) 0.66 0.63 0.61
��p < .05.���p < .01.
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Given the findings of the effect of perceived difficulty
and user perception on task score and time spent, our
research hypothesis H3: perceived search task difficulty and
user perceptions affect the user search performance is sup-
ported. Specifically, perceived search task difficulty and its
interactional effect with the relevance of the system’s
responses to the topic make a significant difference in user
search performance by task score.

6. Discussion

This study is concerned with the design and evaluation of
conversational search systems to support the pilot in cock-
pits, with particular references to the system evaluation
issues from the user-centered perspectives. Our findings sug-
gest that the system alone cannot predict search perform-
ance and search efficiency; participants in the study are very
good at judging their performance. Specifically, their percep-
tions about the usefulness of the system in completing the
task and the relevance of the system’s responses to the topic
are good predictors of search performance. Additionally,
user-perceived search task difficulty and its interactional
effect with the relevance of the system’s responses to the
topic make a significant difference in search performance.

Our research findings indicate that user satisfaction with
the system’s responses may not be a reliable predictor of
user search performance. The Alexa Prize Socialbot Grand
Challenge, which aims to advance our understanding of
human interactions with socialbots and improve UX, pri-
marily evaluates success based on user satisfaction (Dinan
et al., 2020). This includes both automatic metrics from the
system and human evaluation through Amazon’s
Mechanical Turk. However, since these evaluations rely on
approximations of user satisfaction, there may be a discrep-
ancy between automatic metrics and human evaluation
results. Other research on user interaction with intelligent
assistants has shown that using interactional signals as

features can accurately predict user satisfaction with search
dialogues (Kiseleva et al., 2016). While user satisfaction has
been used as a criterion of search effectiveness for IR sys-
tems (Al-Maskari & Sanderson, 2010), our study suggests
that for enhancing user search performance in a specific
domain, the usefulness of the system in completing the task
and the relevance of the system’s responses to the topic are
better predictors of search success than user satisfaction
with the system. This aligns with previous studies (Su, 1992;
Wu & Liu, 2003, 2011) that have found the value of search
results to be a crucial factor in search success.

Our aim of adopting a holistic approach to understand-
ing UX and performance is to bridge the gap between sys-
tem-centric and human evaluations. This approach aligns
with extrinsic evaluation, which focuses on how the use of
the system contributes to external outputs, such as task
completion (Schneider et al., 2010). In IIR studies, the user’s
judgment of usefulness has been proposed and utilized as an
evaluation criterion (Cole et al., 2009; Vakkari et al., 2019).
Other extrinsic evaluation efforts include an evaluation
methodology that assesses the usefulness of an interactive,
analytical question-answering system in supporting the writ-
ing of intelligence reports (Kelly et al., 2007; Small &
Strzalkowski, 2009; Sun et al., 2011; Wacholder et al., 2007).
These studies demonstrate how user-oriented evaluations
can inform the design of conversational search systems for
specific domains.

Our findings suggest that user-perceived usefulness and
relevance of the system’s responses to the topic can be used
as metrics for evaluating current conversational search sys-
tems. User perceptions about the system’s usefulness in
completing the task and the relevance of its responses to the
topic are good predictors of search performance. This dem-
onstration of the applicability of the holistic approach used
in previous information-seeking conversations (Wu, 2005;
Wu & Liu, 2011) to the design and evaluation of conversa-
tional search systems in a specific domain can aid the devel-
opment of such systems in the future.

The study emphasizes the significance of user characteris-
tics such as levels of domain knowledge and self-assessment
in professional contexts. Previous research has indicated that
the situational awareness of professional pilots can be pre-
dicted based on their domain-specific expertise (Cak et al.,
2020). Similarly, in the context of conversational search sys-
tems, users’ perception is related to their understanding of
the situation and how search interactions are interpreted.
We found that the user-perceived task difficulty is a crucial
factor that affects and interacts with the relevance of the
topic, the usefulness of system responses, and user satisfac-
tion with search performance, which is consistent with the
previous findings that performance quality of the conversa-
tional agents is a significant factor for trust building (Rheu
et al., 2021). Hence, future studies need to consider both
situational awareness (Endsley, 2018, 2021) and user percep-
tions when developing tools to support conversational
agents in professional settings such as supporting pilots in a
cockpit.

Table 8. Effect of perceived search task difficulty and user perception on time
spent (min).

Time spent (min)

Model 1 Model 2 Model 3

perceived_difficulty 0.29�� 0.35��� 0.34���
(0.12) (0.13) (0.13)

sys_usefulness –0.42���
(0.13)

topic_relevance –0.30��
(0.15)

utility –0.26��
(0.13)

Constant 4.70��� 4.19��� 3.97���
(0.84) (0.96) (0.87)

N 64 64 64
Log likelihood –78.39 –80.92 –81.01
AIC (Akaike information criterion) 168.78 173.84 174.02
ICC (intraclass correlation) 0.68 0.69 0.71
R2 (fixed) 0.39 0.32 0.29
R2 (total) 0.81 0.79 0.80
��p < .05.���p < .01.
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The main objectives of this study were to develop evalu-
ation protocols for user experiments and analyze user data
to inform the design of conversational assistant systems to
support pilots in cockpits. The study successfully achieved
these objectives. Based on the findings, future research and
development should focus on designing system support fea-
tures that improve relevance judgment, such as snippets in
search engine results pages and system feedback for software
documentation collection. This work will involve addressing
both usability and effectiveness issues in system develop-
ment. Furthermore, investigating the correlations between
system-centric metrics and user task scores is recommended
to reconcile the discrepancy between system evaluation and
human evaluation, as discussed in Dinan et al. (2020).

The generalizability of the research findings to other set-
tings may be limited due to the homogeneous age and
experience of the participants within a specific domain.
Furthermore, enhancing the internal validity of the results
could be achieved by increasing the sample size. To gain a
deeper understanding of user search processes when inter-
acting with a prototype conversational agent, future research
can explore reading behavior during information search by
examining user search and visual behaviors (e.g., Y.-H. Liu
et al., 2022; Spiller et al., 2021; Wittek et al., 2016). Despite
these limitations, the mixed-effects models employed in the
study reveal a substantial effect size, highlighting the robust-
ness of the experimental design.

Since the design and evaluation of conversational search
systems are still emerging, it is advisable to further consider
the social and emotional aspects of information-seeking dia-
logs, including trust-building and adherence to social norms
when implementing them in specific domains (Rheu et al.,
2021; Shneiderman, 2022; Svikhnushina & Pu, 2022). In
future studies aiming to develop tools supporting conversa-
tional search systems in professional settings such as assist-
ing pilots in a cockpit, it is crucial to account for both
situational awareness (Endsley, 2018, 2021) and user percep-
tions about the conversational search system. This consider-
ation will contribute to a more comprehensive and effective
design of conversational search systems specifically tailored
to address the unique requirements of professionals operat-
ing within safety-critical environments.

7. Conclusions

In this article, a collaborative research project between
academia and industry is presented, which demonstrates a
user-centered approach to the design and evaluation of con-
versational SUIs. This approach takes into account the user’s
search behavior and individual differences when interacting
with the proposed conversational search system, and devel-
ops conversational search systems from the user’s perspec-
tives. The study finds that perceived search task difficulty
and its interaction with the relevance of the system’s
responses to the topic have a significant impact on search
performance. The user’s perception of the system’s useful-
ness in successfully completing the search task emerges as a
strong predictor for both the task score and time spent.

User satisfaction with the system’s responses, which has
been widely used as evaluation metrics of conversational
search systems, may not be a reliable predictor of user
search performance.

Notes

1. https://developer.amazon.com/alexaprize
2. https://github.com/deepset-ai/FARM
3. https://av-info.faa.gov/sdrx/documents/JASC_Code.pdf
4. https://github.com/deepset-ai/FARM
5. https://towardsdatascience.com/modern-question-answering-

systems-explained-4d0913744097
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Appendix A. Demographic Questionnaire

(1) What is your native language?

� English
� French
� Chinese
� Spanish [Database]
� Other

(2) How many years of general aviation experience do you have?

� Not at all
� Less than five years
� Five to ten years
� Ten to fifteen years
� More than fifteen years

(3) Have you ever had any flying experiences as an amateur or student
pilot?

� Yes
� No

(4) If you had flying experiences, how many hours?
(5) Have you ever had any flying experiences as a professional pilot)?

� Yes
� No

(6) If you had flying experiences in a commercial airline, how many
hours?
(7) How often do you search for information using a search engine,
such as Google, Bing, or Baidu?

� Not at all
� Several times a month
� Several times a week
� Every day [Database]
� Several times a day or more

(8) How often do you use a virtual assistant, such as Siri, Alexa, Duer
or OK Google?

� Not at all
� Several times a month
� Several times a week
� Every day [Database]
� Several times a day or more

(9) Are you a student?

� Yes, an undergraduate
� Yes, a postgraduate
� No

(10) If you are a student, what is your specific area of study?
(11) How old are you?

� Younger than 18
� 18 or older and not yet 25
� 25 or older and not yet 35
� 35 or older and not yet 45
� 45 or older

Appendix B. Post-Search Questionnaire

(1) How familiar were you with the topic of the task?

� 1 Not at all
� 2 Slightly
� 3 Fairly [Database]
� 4 Very
� 5 Extremely

(2) How difficult was the search task?

� 1 Not at all
� 2 Slightly
� 3 Fairly [Database]
� 4 Very
� 5 Extremely

(3) How useful was the system in completing the task?

� 1 Not at all
� 2 Slightly
� 3 Fairly [Database]
� 4 Very
� 5 Extremely

Appendix C. Exit Questionnaire

(1) What factors affected the level of difficulty?
(2) How could a conversational assistant be designed to make this kind
of search task easier?
(3) Any other suggestion or comment?
(4) How relevant were the search results?

� 1 Not at all
� 2 Slightly
� 3 Fairly [Database]
� 4 Very
� 5 Extremely
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(5) How useful were the search results?

� 1 Not at all
� 2 Slightly
� 3 Fairly [Database]
� 4 Very
� 5 Extremely

(6) How satisfied were you with the search results?

� 1 Not at all
� 2 Slightly
� 3 Fairly [Database]
� 4 Very
� 5 Extremely

(7) How satisfied were you with the search process?

� 1 Not at all
� 2 Slightly
� 3 Fairly [Database]
� 4 Very
� 5 Extremely

(8) How satisfied were you with the system interaction?

� 1 Not at all
� 2 Slightly
� 3 Fairly [Database]
� 4 Very
� 5 Extremely
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