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This paper deals with an optimal control approach for commercial aircraft trajectory planning, focusing on the vertical path and the minimization of the fuel burned. The main contribution is the optimization of the whole trajectory, also called the mission, without prior separation into different flight phases (climb, cruise, and descent), contrary to traditional approaches that consider the flight phases sequentially. The proposed Optimal Control Problem (OCP) is formulated, and then solved using a direct collocation method. Initial results yield optimal trajectories with a gradual climb during the cruise (climb cruise), which correspond to theoretical trajectories that minimize fuel consumption. Furthermore, a penalization is introduced to ensure vertical profiles featuring horizontal cruise levels on so-called flight levels, compliant with current Air Traffic Management (ATM) regulations. The use of direct methods to address this OCP induces large non-linear optimization problems that we solve using an interior point method. This methodology is likely to lead to poor local optima but a simple multi-start heuristic shows that the solutions found for standard problems appear to be globally optimal. Such an approach does not need to impose a priori the cruise flight levels, and is suitable for commercial aircraft flight planning purposes. It leads to fuel saving and subsequently to important improvements against environmental impact by reducing CO₂ emissions.

I. Introduction

Aviation transport is considered as a significant contributor of the pollution problem on Earth. Before the COVID-19 pandemic, air traffic accounted for 24% of nitrogen oxides (NOₓ) emissions [1]. The International Civil Aviation Organization (ICAO) suggests that 13% of carbon dioxide (CO₂) emissions in the transport industry are linked to aircraft operations, which corresponds to 2% of the total CO₂ released into the atmosphere. Contrails and noise
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have also their impact on the environment [2–4]. The rate of increase of these amounts is linked to the volume of air traffic and to the aviation services that are increasing, as reported by the International Air Transport Association (IATA). In order to address these environmental issues, beside others such as capacity and safety, two major programs have been developed: SESAR [5] in Europe and NextGen [6] in North America. Their objective is to implement the Trajectory Based Operation (TBO) paradigm by allowing airlines to plan more flexibly their trajectories, making possible more efficient flights closer to the airlines needs [7]. In this context, airlines may exploit such a relaxation of operational constraints to optimize their flight plans, and eventually consider ATM network restrictions during business trajectory negotiation processes [8–9].

The trajectory optimization problem is classically divided into a series of so-called guiding subproblems dealing with predefined flight phases: take-off [10], climb [11,12], cruise [13], descent [14–19], approach [20,21], and landing [22]. This decomposition is historically justified by the structure of aircraft systems (aerodynamics configurations, engine ratings) and also by the operational procedures that change from phase to phase. Some research studies consider the whole aircraft trajectory, and model the problem as a multi-phase trajectory optimization problem [23–27]. A major difficulty of addressing such a multi-phase optimization problem is the management of the transition between phases, which is classically modeled with large-scale mixed-integer nonlinear optimization problems involving thereby prohibitive combinatorics. In this paper, we overcome this difficulty by proposing a unified formulation that describes the dynamics of the aircraft with a single set of equations for all phases (climb, cruise and descent), and considering a unique set of control parameters for the whole mission. The different flight phases are not introduced a priori: they naturally emerge from a penalty that models the operational needs. The initial difficulty induced by the classical mixed-integer problem is then shifted into another kind of difficulty: dealing with a strongly non-convex objective function.

II. Related work and contributions

Trajectory optimization of commercial flights is a long-term research focus in civil aviation. Since the 60s, many effective and comprehensive implementations of flight trajectory optimization techniques were studied to enhance the sustainability of aircraft operations both in short- and long-haul travels. The work of Bryson and Hedrick is one of the first studies that deal with the three-dimensional optimization problem [28] using the energy state approximation defined by the combination of height and speed to reduce the problem size. Many other interesting researches focus on this field from an energy point of view, see for instance [29–33].

Last decades have been characterized by a renewed interest in aircraft trajectory optimization due to technology enhancement. A wide bunch of path-planning tools have been proposed for this purpose, including dynamic programming approaches [34], optimal control techniques [35], heuristic and meta-heuristic methods and path-planing algorithms [36,37]. Hargraves and Paris carry out a study about climb trajectory optimization by using direct collocation methods.
to transform the Optimal Control Problem (OCP) into a nonlinear optimization problem \[38\]. The resulting Nonlinear Programming Problem (NLP) is solved with a sequential quadratic programming (SQP) method. Visser has also given interest to this kind of problem in the context of 4D time-based operations \[39\].

Other works consider the problem as a multi-phase optimal control problem applying various numerical methods to solve it \[23, 35, 40\]. Betts et al. divide the aircraft trajectory optimization problem into a series of subproblems that are solved using indirect methods \[41\]. Other methods to solve OCPs include techniques based on the Pontryagin minimum principle and the Hamiltonian-Jacobi-Bellman equation \[42\]. Villarroel and Rodrigues \[43\] also apply an optimal control approach to minimize the operating costs during the climb and descent phases managed by the Flight Management System (FMS). Soler et al. performed significant research on aircraft trajectory optimization: they address a multiphase hybrid trajectory optimization in \[44\], and subsequently investigate a multiphase commercial aircraft trajectory in a stationary wind field by modeling it as a Mixed-Integer Nonlinear Programming Problem (MINLP) in \[45\]. Indirect methods are implemented to solve the multi-phase optimal control problem proposed in \[16\], whose results are compared with trajectories calculated by the FMS under various wind conditions \[17\]. Gonzalez-Arribas et al. address in \[46–49\] a robust optimal trajectory planning problem under wind and convective weather uncertainties using stochastic optimal control. Direct collocation method is used in \[19\] to transform the optimal control formulation proposed for the optimization of the descent phase.

Dynamic programming is also applied to aircraft trajectory optimization \[34\]. Le Merrer uses a direct collocation approach and inverse dynamic programming to optimize the flight trajectory \[50\]. The results obtained by both methods are comparable. Andreu Altava et al. have developed an A* algorithm in \[14, 20, 21\] to optimize aircraft trajectories in descent and approach phases. A branch and bound method is used in \[51\] to solve effectively the problem of optimal trajectory planning subject to obstacle constraints. A genetic algorithm is applied in \[52\] to address a multi-objective aircraft optimization problem. Girardet et al. \[53\] consider a wind-optimal planning problem with constant speed and solve it with an ordered-upwind algorithm. More detail on mathematical models for trajectory design and OCP resolution methods can be found in \[36\].

All these studies on commercial aircraft trajectory optimization focus on optimizing only a part of the mission, or consider the optimization of a complete mission as a multiphase problem which leads to large-scale nonlinear optimization problems or large mixed-integer nonlinear optimization problems. Moreover, all multiphase approaches require the a priori knowledge of the number of cruise flight levels. To overcome this drawback, we propose a unified formulation that describes the dynamics of the aircraft via a single set of equations. This allows one to replace the multiphasic formulation by a monophasic one (still considering climb, cruise and descent), thereby reducing the size of the NLP problem, avoiding the use of integer variables without assuming the number of flight levels.

This method is first validated by a well-known result: the climb cruise \[54, 55\]. The resulting trajectories will then be used as initial solutions for the second part of the study where we consider the operational requirement of
finding trajectories featuring cruise at predefined cruise levels. To this end, we introduce a penalty approach. As a result we obtain a new optimal control formulation, which is then solved by means of a direct collocation method to obtain trajectories that are suitable to commercial aircraft flight planning purposes.

III. Problem statement

Traditionally, the trajectory of an aircraft between the departure airport and the destination airport is composed of several flight phases [56] which describe the vertical profile (see Figure 1):

**Climb:** The climb phase begins at altitude 10,000 feet (ft) and 250 knots (kt). It is currently implemented with a CAS/Mach procedure which splits the climbing phase in two parts: the first one is an arc at constant Calibrated AirSpeed (CAS), and the second one at constant Mach number. This procedure is commonly considered as a rough approximation of the real optimal speed law that minimizes a cost, defined as a convex combination of the time to climb and the fuel consumption [11].

**Cruise:** The cruise phase begins at an altitude called Top Of Climb (TOC). It is made of constant altitude/local optimum Mach segments, linked with short CAS/Mach climbs or descents.

**Descent:** The descent phase is performed with a Mach/CAS speed law, opposite to climb, until 10,000 ft and 250 kt are reached.

![Fig. 1 Mission profile: the three phases (climb, cruise and descent) and associated speed law](image)

This paper deals with the optimization of commercial aircraft trajectory planning, focusing on the vertical path and the minimization of the fuel burned. Our aim is to address the whole mission without dividing it *a priori* into several phases. For this purpose, the cruise phase is considered as a particular case of climb and descent phases with null slope, and therefore the complete trajectory is described with a unique set of equations.
A. Physical model

The aircraft motion equations are based on a point-mass model. They are derived from the fundamental principle of
dynamics under the classical simplifying assumptions: flat and non-rotating Earth, small angle of attack, negligible path
angle variation, symmetric and coordinated flight (null sideslip), constant heading angle, bank angle neglected, standard
atmosphere and no wind. More precisely, we have:

\[ F_N - \frac{1}{2} \rho v^2 S_{ref} C_s - m g_0 \sin \gamma = m \dot{v} \]
\[ \frac{1}{2} \rho v^2 S_{ref} C_z - m g_0 \cos \gamma = 0, \]

where \( F_N \) is the net thrust, \( C_s \) is the drag coefficient, \( C_z \) is the lift coefficient, \( \rho \) is the air density, \( m \) is the mass, \( v \) is the
True AirSpeed (TAS), \( \gamma \) is the aerodynamic path angle, \( g_0 \) is the acceleration of gravity, and \( S_{ref} \) is the aerodynamic
reference surface of the wing.

These equations are completed with the following kinematic equations:

\[ \dot{z} = v \sin \gamma \]
\[ \dot{s} = v \cos \gamma, \]

where \( z \) is the altitude and \( s \) is the longitudinal distance along the path.

Atmospheric model

We use the International Standard Atmosphere (ISA) model to represent the atmosphere. The temperature, \( T_s \), the
pressure, \( P_s \), the air density, \( \rho \), and the speed of sound, \( c \), are described as smooth functions of the pressure altitude, \( Z_p \).

The atmosphere equations are:

\[
\begin{align*}
T_s(Z_p) &= \begin{cases} 
T_0 + L_Z Z_p, & \text{for } Z_p \leq Z_{p_{trop}} \\
T_1, & \text{for } Z_p > Z_{p_{trop}}
\end{cases} \\

P_s(Z_p) &= \begin{cases} 
P_0 \left( \frac{T_0 + L_Z Z_p}{T_0} \right)^{\alpha_0}, & \text{for } Z_p \leq Z_{p_{trop}} \\
P_1 \exp\left(-\frac{g_0(Z_p - Z_{p_{trop}})}{R T_1}\right), & \text{for } Z_p > Z_{p_{trop}}
\end{cases} \\
\rho(Z_p) &= \frac{P_s(Z_p)}{R T_s(Z_p)} \\
c(Z_p) &= \sqrt{k R T_s(Z_p)},
\end{align*}
\]

where the couples \((T_0, P_0)\) and \((T_1, P_1)\) are the standard temperature and pressure respectively at sea level and at the
tropopause altitude, \( Z_{\text{trop}} = 11,000 \) m, \( R \) is the perfect gas constant for air, \( L_Z \) is the temperature gradient with the altitude below the tropopause, and \( \kappa \) is the ratio of specific heats for air. Due to the assumptions of ISA atmosphere and constant gravity, we consider the geometric altitude, \( z \), to coincide with the pressure altitude, \( Z_p \).

**Performance model**

BADA (Base of Aircraft Data) is an aircraft performance model developed by EUROCONTROL [57] for ATM (Air Traffic Management) purposes. It contains several submodels that describe fuel consumption, thrust, aerodynamics, and performance limitations for all supported types of aircraft. However, BADA’s accuracy is limited as the model is not based on dedicated flight test data. Nevertheless, it is composed of simple and easily manageable equations that allow the representation of essential aircraft performance behavior. For these reasons, this model is commonly used by the research community, particularly in aircraft trajectory optimization [23, 44, 48].

In our study, we use a BADA model for the aircraft description, with the following simplifications:

- The part of mission we consider (above 10,000 ft) does not require slat/flaps effects on the drag polar.
- The drag polar we consider does not take into account the compressibility effects that occur at high Mach numbers: it is compliant with BADA 3 but not with BADA 4.
- During climb, cruise, and descent, the thrust is assumed to range between Minimum IDle (MID) and Max CLimb (MCL) thrusts. Note that the actual maximum thrust in cruise is lower than MCL, but this limitation is not directly linked to engine considerations: it is specific to the flight management system and solely introduced to reduce engine wear. For that reason we do not consider it here.
- The specific consumption (ratio of thrust on fuel-mass flow) is supposed to be constant.

This leads to the following simplified model:

\[
C_x = C_{x0} + k C_z^2 \tag{6}
\]

\[
F_N = F_{N\text{MID}} + \lambda (F_{N\text{MCL}}(z) - F_{N\text{MID}}), \quad \text{with} \quad F_{N\text{MCL}}(z) = a + b z \quad \text{and} \quad 0 \leq \lambda \leq 1 \tag{7}
\]

\[
\dot{m} = -\eta F_N, \tag{8}
\]

where eq. (6) is the aerodynamic polar, eq. (7) describes the net thrust, eq. (8) represents the fuel flow, \( \lambda \) is the thrust ratio, and \( C_{x0}, k, a, b \) and \( \eta \) are given parameters dependent on the aircraft type model and supposed to be constant. In addition, the aircraft performance is limited, and the aircraft trajectory is subject to some Air Traffic Control (ATC)
constraints and structural limitations:

\[
\begin{align*}
0 \leq C_z & \leq C_{z\text{max}} \\
0 \leq \text{CAS}(v,z) & \leq \text{VMO} \\
0 \leq M(v,z) & \leq \text{MMO} \\
F_{\text{NMID}} \leq F_N \leq F_{\text{NMCL}} \\
V_{z\text{min}} \leq v \sin \gamma \leq V_{z\text{max}},
\end{align*}
\]  \tag{9}

where CAS is the Calibrated AirSpeed, \( M \) represents the Mach number, \( \text{VMO} \) is the upper bound on calibrated airSpeed, \( \text{MMO} \) is the Maximum Operating Mach number, \( V_{z\text{min}} \) and \( V_{z\text{max}} \) are the upper and lower bounds of the vertical speed, and \( F_{\text{NMID}} \) and \( F_{\text{NMCL}} \) are the thrust limits. In our study we consider \( F_{\text{NMID}} = 0 \).

**B. Optimal control formulation**

A general optimal control problem consists in finding a control vector, \( u(t) \), that minimizes some given cost (objective) function, \( J : \mathbb{R}^n_x \times \mathbb{R}^n_u \times [t_0, t_f] \rightarrow \mathbb{R} \), presented in a Bolza form in eq. \( 10 \):

\[
J = \phi_f(x(t_f), u(t_f)) + \int_{t_0}^{t_f} \phi_t(x(t), u(t), t) \, dt,
\]  \tag{10}

where \( x(t) \in \mathbb{R}^n_x \) is the state vector, and \( u(t) \in \mathbb{R}^n_u \) is the control vector which must satisfy, for \( t_0 \leq t \leq t_f \):

1. the dynamics equations:
   \[
x(t) = f(x(t), u(t), t),
   \]  \tag{11}

2. the initial and terminal conditions at some given times \( t_0 \) and \( t_f \):
   \[
x(t_0) = x_0
   \]  \tag{12}
   \[
x(t_f) = x_f,
   \]  \tag{13}

3. the algebraic path constraints:
   \[
   g_l \leq g(x(t), u(t), t) \leq g_u,
   \]  \tag{14}

4. the bounds on \( x \) and \( u \):
   \[
x_l \leq x(t) \leq x_u
   \]  \tag{15}
   \[
u_l \leq u(t) \leq u_u,
   \]  \tag{16}
where the function $f: \mathbb{R}^n \times \mathbb{R}^n \times [t_0, t_f] \rightarrow \mathbb{R}^n$ is the right-hand side function of the differential-algebraic system (11), $x_0 \in \mathbb{R}^n$ and $x_f \in \mathbb{R}^n$ are respectively the vectors of initial and terminal conditions, the function $g(x(t), u(t), t)$ represents the set of path constraints with lower bound $g_l$ and upper bound $g_u$, and where $x_f \in \mathbb{R}^n$, $x_i \in \mathbb{R}^n$ and $u_i \in \mathbb{R}^n$, $u_u \in \mathbb{R}^n$ are the lower and upper bounds of the state and control vectors respectively.

In our approach the time, $t_f$, at the end of the trajectory is unknown. A commonly-used method to deal with free final-time problems is to rewrite the dynamics equations as functions of an independent variable other than time. In consequence, we choose the longitudinal distance, $s$, as the evolution variable and the time, $t$, becomes a state component. In this paper, the state $x$ and control $u$ are defined for the whole mission as:

$$
\begin{align*}
    x &= [v, m, z, t] \\
    u &= [\gamma, \lambda].
\end{align*}
$$

Our aim is to compute a control vector over the distance interval $[s_0, s_f]$, that minimizes some cost function subject to constraints that are detailed below. This study focuses on minimizing the fuel burned. This boils down to minimize:

$$
J = \int_{s_0}^{s_f} \frac{dm}{ds}(x, u, s)ds.
$$

In order to guarantee a flyable trajectory, several constraints must be considered, in particular the dynamics of the system (11), which is modeled in Subsection III.A. Thus, based on motion equations (1), (2), (3) and (4) and on the performance equations (6), (7) and (8), the aircraft dynamic model equations read:

$$
\begin{align*}
    \frac{dv}{ds}(x, u, s) &= \frac{\dot{v}}{\dot{s}} = \frac{F_N}{mv \cos \gamma} - \frac{1}{2} \rho v S_{ref} C_x(C_z) - \frac{g_0}{v} \tan \gamma \\
    \frac{dm}{ds}(x, u, s) &= \frac{\dot{m}}{\dot{s}} = -\frac{\eta F_N}{v \cos \gamma} \\
    \frac{dz}{ds}(x, u, s) &= \frac{\dot{z}}{\dot{s}} = \tan \gamma \\
    \frac{dt}{ds}(x, u, s) &= \frac{1}{\dot{s}} = \frac{1}{v \cos \gamma},
\end{align*}
$$

and must be considered as constraints of the problem.

Moreover, the aircraft starts flying from the initial conditions:

$$
\begin{align*}
    v(s_0) &= v_0 \\
    m(s_0) &= m_0 \\
    z(s_0) &= z_0 \\
    t(s_0) &= t_0,
\end{align*}
$$
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and reaches the final conditions:

\[
\begin{align*}
    v(s_f) &= v_0 \\
    z(s_f) &= z_0,
\end{align*}
\]

(21)

where the initial longitudinal distance, \(s_0\), and the final longitudinal distance, \(s_f\), are given data.

The optimization consists in finding a control vector, \(u(s)\), that minimizes the above objective function, \(J\), while satisfying constraints (19), (20), and (21), as well as the path constraints (9). To summarize, the problem is written as follows:

\[
\min_u J(x, u) = \int_{s_0}^{s_f} dm(x, u, s) ds
\]

s.t.

\[
\frac{dv}{ds}(x, u, s) = \frac{F_N}{mv \cos \gamma} - \frac{1}{2} \frac{\rho v S_ref C_x(C_z)}{m \cos \gamma} - \frac{go}{v} \tan \gamma
\]

\[
\frac{dm}{ds}(x, u, s) = -\frac{\eta F_N}{v \cos \gamma}
\]

\[
\frac{dz}{ds}(x, u, s) = \tan \gamma
\]

\[
\frac{dt}{ds}(x, u, s) = \frac{1}{v \cos \gamma}
\]

\[
0 \leq C_z \leq C_{z_{\text{max}}}
\]

\[
0 \leq \text{CAS}(v, z) \leq VMO
\]

\[
0 \leq M(v, z) \leq \text{MMO}
\]

\[
0 \leq \lambda \leq 1
\]

\[
V_{z_{\text{min}}} \leq v \sin \gamma \leq V_{z_{\text{max}}}
\]

\[
x(s_0) = (v_0, m_0, z_0, t_0)
\]

\[
v(s_f) = v_0
\]

\[
z(s_f) = z_0.
\]

C. Optimal control problem resolution methods

Research into the solution of optimal control problems has historically fallen into one of two major categories: indirect methods and direct methods. Indirect methods use the calculus of variations \[41, 61\] to determine the first-order necessary optimality conditions of the original optimal control problem. They lead to a multiple-point boundary-value
problem. In direct methods, the state and/or control of the optimal control problem is discretized in some manner, and the problem is transcribed \[62\] into a Nonlinear Programming Optimization problem (NLP). The NLPs produced by direct methods are commonly solved by gradient-based optimization methods, such as sequential quadratic programming \[63\] or interior point method \[64\]. In this paper, a direct collocation method and an interior point algorithm are used to solve our problem.

Direct methods are divided into two main classes: direct shooting and direct collocation methods \[41, 62\]. In the direct shooting method only the control is discretized, whereas the direct collocation deals with the discretization of both the state and control variables. Here, we focus on direct collocation as it is particularly robust for problems with difficult path constraints, and it can be applied without determining or even knowing any necessary optimality conditions as in indirect methods, which can be particularly useful for problems whose adjoint functions are hard to determine \[35\].

The original infinite and continuous problem is therefore discretized, and transformed into a nonlinear programming (NLP) problem involving a finite set of variables. Several collocation strategies are found in the literature, like for instance Euler, trapezoidal, Runge-Kutta, Hermite-Simpson, pseudo-spectral methods \[35, 41, 65, 66\]. They only differ in the way they formulate the dynamic constraints. Here, we choose a trapezoidal collocation method as it represents a good trade-off between the accuracy of the produced trajectory and the algorithm execution time \[67\].

As a first step, the evolution variable interval is divided into a predefined number of segments whose start-end points are called collocation points. Then, consider the along-path distance \(s \in [s_0, s_f]\) as the evolution variable, and assume that it is divided into \(N\) segments with:

\[
s_0 \leq s_1 \leq \ldots \leq s_N = s_f.\]

Next, we need to discretize the trajectory, so as to obtain a finite number of decision variables. In order to do so, we represent the state, \(x(s)\), and the control, \(u(s)\), by their values \(x_k\) and \(u_k\) at each collocation point:

\[
x_k = (x_{1,k}, x_{2,k}, \ldots, x_{i,k}, \ldots, x_{n_x,k})^\top, \; k = 0, 1, \ldots, N
\]

\[
u_k = (u_{1,k}, u_{2,k}, \ldots, u_{j,k}, \ldots, u_{n_u,k})^\top, \; k = 0, 1, \ldots, N - 1.
\]

Then, for \(i = 1, 2, \ldots, n_x\) we consider the dynamic system \(\frac{dx_i(s)}{ds} = f_i(x(s), u(s), s)\), where \(x_i\) and \(f_i\) are respectively the \(i^{th}\) component of the state vector \(x\) and of the differential-algebraic system \([11]\). We obtain a set of algebraic equations (collocation constraints) by integrating both sides of the dynamic system. The integral over each segment \([s_k, s_{k+1}]\) is numerically approximated via the trapezoidal rule, yielding:

\[
x_{i,k+1} - x_{i,k} \approx \frac{1}{2} \tau_k (f_i(x_{k+1}, u_k, s_{k+1}) + f_i(x_k, u_k, s_k)), \; k = 0, 1, \ldots, N - 1,
\]

(23)
where $\tau_k = s_{k+1} - s_k$. Note that it is the $k^{th}$ component of the control vector, $u$, that is considered in both terms of the right-hand side part of the transcription equation (23). In addition to this approximation of the dynamic system, constraints (14), (15) and (16) must also be evaluated and enforced at collocation points.

The number of segments, $N$, is chosen by the user based on the desired trade-off between desired accuracy and algorithm execution time. Finally, this discretized NLP problem is solved by an interior point solver.

IV. Numerical experiments

The methodology described above is applied to the optimization of twelve missions. These test problems correspond to all combinations of four different ranges (1,000; 2,000; 4,000 and 6,000 km) and three initial weights (60, 77 and 89 metric tons). For instance, a mission of 6,000 km (3,240 NM) with 77 tons as initial weight will be referred to as 77t/6000km.

The performance parameters used in all these case studies are described in Table 1. The mission length, $s_f$, is discretized into $N = 500$ collocation points. Table 2 displays the initial and final conditions. The computation is performed on a workstation equipped with an Intel Core i7 CPU running at 2.71 GHz.

**Table 1 Performance parameters.**

<table>
<thead>
<tr>
<th>Performance parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>Specific consumption</td>
<td>$1.5110^{-5}$ kg/N.s</td>
</tr>
<tr>
<td>a</td>
<td>MCL net thrust at sea level</td>
<td>141,000 N</td>
</tr>
<tr>
<td>b</td>
<td>MCL net thrust dependency with altitude</td>
<td>$-2.45$ N/ft</td>
</tr>
<tr>
<td>$C_{x0}$</td>
<td>Parasitic drag coefficient</td>
<td>0.028</td>
</tr>
<tr>
<td>$k$</td>
<td>Induced drag coefficient</td>
<td>0.027</td>
</tr>
<tr>
<td>S</td>
<td>Aerodynamic reference surface</td>
<td>120 m$^2$</td>
</tr>
<tr>
<td>$V_{MO}$</td>
<td>Maximum CAS</td>
<td>180.06 m/s (350 kt)</td>
</tr>
<tr>
<td>$M_{MO}$</td>
<td>Maximum Mach</td>
<td>0.85</td>
</tr>
<tr>
<td>$V_{z,min}$</td>
<td>Minimum vertical speed</td>
<td>$-3,000$ ft/min</td>
</tr>
<tr>
<td>$V_{z,max}$</td>
<td>Maximum vertical speed</td>
<td>$3,000$ ft/min</td>
</tr>
<tr>
<td>$C_{z,max}$</td>
<td>Maximum lift coefficient</td>
<td>1</td>
</tr>
</tbody>
</table>

To make the search for an optimal trajectory more efficient, it is crucial to provide a feasible and realistic initial guess for the optimization algorithm. To achieve this, the initial-guess trajectory is generated using an Airbus proprietary tool for aircraft trajectory planning. This starting solution includes a climb phase, followed by a single cruise phase at a non-optimized constant altitude, and a continuous descent phase for each case study. The tool utilizes performance and integration models that differ from the simplified ones outlined in Subsections III.A and III.C. To ensure the feasibility of the initial solution, an integration process based on our dynamic model and on the trapezoidal rule is used to find

\*As it is common practice in aeronautics, we shall use weight for mass
Table 2  Initial conditions and terminal conditions.

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_0$</td>
<td>3,048 m (10,000 ft)</td>
</tr>
<tr>
<td>$v_0$ (TAS)</td>
<td>148.16 m/s (250 kt CAS at 10,000 ft)</td>
</tr>
<tr>
<td>$m_0$</td>
<td>60 t/77 t/89 t</td>
</tr>
<tr>
<td>$t_0$</td>
<td>0 s</td>
</tr>
<tr>
<td>$s_0$</td>
<td>0 m</td>
</tr>
<tr>
<td>$z_f$</td>
<td>3,048 m (10,000 ft)</td>
</tr>
<tr>
<td>$v_f$ (TAS)</td>
<td>148.16 m/s (250 kt CAS at 10,000 ft)</td>
</tr>
<tr>
<td>$s_f$</td>
<td>1,000 km/2,000 km/4,000 km/6,000 km</td>
</tr>
</tbody>
</table>

the control vector associated with the state vector of the Airbus trajectory. This new initial guess greatly improves convergence and reduces the computation time of the optimization algorithm. We insist on the fact that the Airbus’ tool trajectory is not optimized: it is solely used to provide an initial feasible solution.

The previously-described trajectory optimization problem is implemented using CasADi [68] interface in Python, and our resulting NLPs are solved by the interior point optimization solver Ipopt [64]. For $N = 500$ collocation points, our methodology requires around 10 seconds for each case study.

Subsection IV.A presents a classical result of the mission optimization leading to a continuous ascendant cruise (climb cruise). On the one hand, the obtained results show that our proposed method is viable. On the other hand, these optimal trajectories will be used as good and feasible initial solutions in the sequel. Subsection IV.B proposes a penalty strategy to make the computed mission compliant with current ATM regulations.

A. Cruise climb

The twelve case studies produce similar vertical profiles. More precisely, they all feature a continuous ascent cruise phase exhibiting a small vertical speed. The case study $77t/6000km$ will be used for illustration in the following.

The resulting optimal trajectory of the $77t/6000km$ case study is presented by a solid line in Figure 2 together with the initial-guess trajectory (dashed line). This optimal solution features the well-known ideal cruise vertical profile called cruise climb. This is consistent with results found in the literature [54], and can be roughly explained as follows. Suppose that the aircraft is balanced, and is flying with the most efficient thrust settings. The fuel consumption makes the weight decreases, so the lift required to ensure vertical balance also decreases. As a consequence, the corresponding drag decreases, and therefore the required thrust to ensure the propulsive balance is lowered. Nevertheless, instead of reducing the throttle, the best solution is to sustain the efficient setting and to use the thrust excess to climb, slowly.

The optimum vertical speed profile is displayed in Figure 3 where the vertical speed is maintained at a small positive value (9 ft/min) during the cruise climb (see Figure 4), and the horizontal lines represent the vertical air speed bounds. The excess of thrust (or kinetic energy) at the end of the cruise is reflected by a sudden altitude increase (change) to
dissipate this surplus and to reduce the speed needed for descent.

Fig. 2  Initial guess (dashed line) and optimal trajectory (solid line) with a cruise climb.

A fuel saving of around 2,100 kg compared to the consumption of the initial-guess trajectory can be observed in Figure 2 (bottom, right). This value is high because the initial trajectory is far from being optimal. This mainly shows that the fuel consumption strongly depends on the trajectory, and motivates the need of its optimization. For the other case studies, the resulting optimal trajectories show similar cruise climb profile. Note that we observe that any feasible, and not necessary optimal, initial trajectory with flight levels also leads to an optimal cruise climb trajectory.

Fig. 3  Optimal vertical speed profile.

Fig. 4  Optimal vertical speed in cruise.

Continuous operations comprising an uninterrupted climb undoubtedly provide the best possible savings in term of
fuel, but the implementation of these operations involves several issues. On the one hand, the prescribed vertical speed is too small to be accurately operated by pilots, or even by autopilots. On the other hand, current air traffic regulations do not allow aircraft to follow such an optimal cruise (continuous) climb profile. The next section proposes a solution to address these issues.

**B. Sinusoidal penalty for cruise levels**

In the current Concept of Operations (ConOps), aircraft are required to fly at (piecewise) constant cruise altitudes with short climb/descent segments when changing levels. This rule ensures vertical separation of aircraft and makes easier the assurance of safe separation by air traffic control. To enforce cruising levels in our trajectory optimization problem, a penalization approach is proposed. It penalizes the objective function when level flight is not maintained.

We propose a penalty function to model the requirement that the cruise altitude, $z$, must take discrete values that are multiples of $\Delta z_{FL} = 2,000$ ft intervals. This penalty function, inspired by the sine function introduced in [69], is defined as:

$$1 - \frac{\cos\left(\frac{2\pi}{\Delta z_{FL}} z\right)}{2}.$$  

We activate it only when the altitude, $z$, is above a given threshold height, $p$, by using a sigmoid function, $\phi_p$, that progressively introduces the penalty. Hence, our penalty function, $\Psi(z)$, has the form:

$$\Psi(z) = \phi_p(z) \cdot \frac{1 - \cos\left(\frac{2\pi}{\Delta z_{FL}} z\right)}{2}.$$  

This penalty term is multiplied by a user-defined weighting coefficient $\mu > 0$, and added to the objective function $(18)$. The penalty parameter, $\mu$, controls the relative importance of the penalty term. The value of $\mu$ is set through an empirical study which shows that the results remain stagnant above a certain threshold value (we use in our tests $\mu_0 = 0.1$). The new objective function becomes:

$$J_\mu(x, u) = \int_{x_0}^{x_f} \frac{dm}{ds}(x, u, s) ds + \mu \cdot \Psi(z).$$

The tests performed on this penalized objective function lead, here again, to results that are similar for the twelve case studies: flight levels in the cruise phase emerge naturally. For illustration, the resulting optimal trajectory of the 77t/6000km case is detailed. In order not to bias the solver for the optimal cruise levels, we choose the solution of the ascendant cruise problem as initial-guess, rather than the Airbus internal tool solution that already contains level flights. Remark that the initial guess is post-treated in order to remove the artificial peak (at the end of the cruise phase) that was observed above in Figure 2. Results corresponding to the 77t/6000km case study are presented in Figure 5, where the solid line shows the optimal trajectory obtained when considering the penalty term, and the dashed line represents the
initial-guess trajectory (the ascendant cruise solution). As expected, flight levels appear and match rather well the ideal cruise climb trajectory. Perturbations of $CAS$ and vertical speed are observed at the end of the climb phase in Figures 5 and 6 and are mostly due to small step climbs.

This penalization approach allows one to find the cruise levels that match the ideal cruise altitude profile at the expense of only a low degradation (62 kg) of the fuel consumption. A low degradation is also noticed for the eleven other missions as illustrated in Figure 7.
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**Fig. 5** Optimal trajectory with the penalty approach.

![Vz (ft/min)](image5.png)

**Fig. 6** Optimal vertical speed with the penalty approach.
The range has a first-order impact on the degradation of the gain obtained with the ascendant cruise. This degradation is more important for higher ranges, due to longer durations in non-optimal altitudes during the cruise phase. The initial weight has only a small impact on the consumption degradation. Indeed, one observes that the flight levels match well the ideal cruise which represents the optimal altitude for each initial weight. For all twelve cases, enforcing operational flight levels has a negligible impact on the fuel consumption: the relative consumption degradation (ratio between the fuel consumption reduction compared to the cruise climb results and the initial mass for each case study) remains always lower than 1%.

![Fig. 7 Fuel consumption degradation.](image)

Our penalty approach leads to the natural emergence of cruise levels at the expense of only a negligible overconsumption compared to the optimal ascending cruise solutions. However, too short cruise level segments appear, generally at the end of the initial climb (see Figure 5), and these are not operationally acceptable. This behavior could be addressed in future work by attempting to limit the minimum duration of flight levels.

V. Multi-start heuristic

Our penalty approach makes the problem strongly non-convex, due to the sinusoidal function that induces several locally-optimal solutions. Therefore, descent methods used by solvers such as Ipopt are likely to converge towards local minima. A simple way to address this issue is to use various starting points in order to explore more widely the search space, increasing thereby the probability of finding a globally-optimal (or at least a good) solution.

Such a multi-start heuristic requires the user to generate several initial solutions that are feasible, because starting
Ipopt with non-feasible solutions yields convergence times that may be unacceptable for operational purposes. Natural feasible initial solutions are trajectories involving one-level cruise at different altitudes. However, tests show that the resulting solutions then do not escape the flight level corresponding to these initial solutions given as input. An alternative natural idea, avoiding this drawback, consists in generating additional continuous-climb trajectories by simply translating the ascending part of the optimal solution obtained with our methodology without the ATM flight-level requirement (see Subsection IV.A, Figure 8 and Figure 9). Each such feasible solution has the advantage of going through several flight levels, and does not bias the solver towards predetermined flight levels.

As a first test, we launch our algorithm with 500 different initial solutions for the mission 77t/6000km. These initial trajectories are labeled from 1 to 500, starting from the lowest cruise altitudes to the highest ones. The initial
solutions that are near the optimal ascendant cruise obtained in Subsection IV.A lead to optimal trajectories featuring the best objective-function values (yellow squares in Figure 12).

Half of the optimal solutions obtained are close to the best one, and feature the same value of the penalized objective function, $J_\mu$, (see Figures 10 and 11). Moreover, the histogram of Figure 10 shows that the basin of attraction of the global-minimum value is quite large, so there is no need to launch the multi-start heuristic with so many initial solutions. Therefore, in the sequel we are content with initializing our algorithm with only the 20 initial solutions that are closest to the optimal ascendant cruise (see Figure 8). The results show that a very simple multi-start heuristic with only 20 initial solutions is satisfying as most of these 20 initial guesses lead mostly to the same (probably globally-optimal) solution (Figure 13). One moreover observes that the 20 trajectories obtained have identical cruise flight levels; there are only slight variations in the position at which there is a flight-level change, but this does not significantly impact fuel consumption. The curves representing the optimal-weight evolutions appear to be merged on Figure 13 because they are almost identical.
Fig. 11 Multi-start results for the 77t/6000km mission (500 initial solutions)

Fig. 12 Zoom on the optimal solutions corresponding to the 20 closest initial solutions
VI. Perspectives and conclusions

The preliminary results presented in this article show the proof of concepts of our trajectory optimization approach. We have demonstrated that one can optimize a complete vertical profile without imposing a priori its structure in the different phases. Our unified formulation describes the dynamics of the aircraft with a single set of equations which is common to all phases (climb, cruise and descent), and does not need to impose beforehand the number of cruise flight levels. The optimization problem is formulated as an optimal control problem that is transcribed by a classical direct collocation technique, and solved with the python-based CasADi library for NLP modeling and the interior point NLP solver Ipopt.

Our results lead to ATC-compliant trajectories at the expense of a moderate degradation of the fuel consumption, compared to the ideal solution with the ascendant cruise. Another contribution of our approach is the “natural”emergence of cruise flight levels in the solution. Finally, preliminary results indicate that a simple multi-start heuristic is sufficient to find globally-optimal solutions for the penalized problem.

Our research work opens up several avenues for future work. The first one is to conduct extensive numerical experiments on more cases, with a sensitivity analysis on the parameters defining them. A second track of research is to take wind into account. A third challenging issue is to combine our approach with lateral profile optimization. These perspectives pave the way for the development of a more operational approach that can be used by airlines.
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