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Abstract: This paper addresses the generation of aircraft emergency trajectories with obstacle avoid-
ance. After presenting in detail the fast marching tree algorithm, in this paper we propose an
improvement of its performance. First, the free space checking function is sped up. Then, the algo-
rithm is used twice, firstly with the sampling of a few points to generate an approximate trajectory,
and secondly with a sampling of points close to the first computed trajectory to refine it. The proposed
method significantly reduces the computing time of the emergency geometric trajectory generation.

Keywords: emergency trajectory; quadtree; octree; sampling-based path planning algorithm; Du-
bins curve

1. Introduction

In the event of an emergency, pilots do not have a tool to help them in this kind of ex-
tremely critical situation. Their decisions, sometimes disturbed by the stress of the situation,
can cause an accident. Moreover, in some very critical cases, it is almost impossible for the
pilot to make the best decision. This observation highlights the importance of developing a
tool to help pilots land safely. This tool would predict a safe and optimal trajectory that
pilots would have had difficulty finding alone in a moment of intense stress. It would
therefore significantly increase the chance of saving the aircraft. Indeed, in the case of
an emergency due to a dual engine failure in cruise, a good prediction makes it possible
to glide longer. Therefore, the aircraft can reach more airports and perhaps have a safer
outcome.For example, in 2001, Air Transat Flight 236 lost all engine power while flying
over the Atlantic Ocean. The Airbus A330 ran out of fuel due to a fuel leak. After 21 min of
gliding, the plane managed to land on a military base in the Azores. The pilot made the
approach by hand and the aircraft arrived on the runway too fast. It was badly damaged
and the landing could have resulted in a fatal fall for the passengers, as the runway ended
with a cliff.This flight is historic because it was the longest passenger aircraft glide without
engines. In 1959, under similar conditions (similar aircraft and weather), the Caravelle
“Lorraine” glided for 46 min from Paris to Dijon. The fact that the Caravelle’s trajectory was
predicted before the flight explains the difference in glide time. These two examples show
that the good prediction of a trajectory can significantly increase the gliding distance and
therefore increase the chance of a safe landing.

The problem of safe emergency trajectory generation raises two main issues. The first
one is the limited computing time. One well-known case is the landing on the Hudson
river of US Airways Flight 1549 after bird strikes caused dual engine failure (See Figure 1).
This case is very interesting because, in the space of 30 s, the situation went from critical
to unmanageable, and the only solution was to land on the Hudson River. This accident
highlights the importance of proposing an efficient algorithm in terms of computing time.
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The paper deals primarily with this issue. The goal is to propose a fast method to generate
an emergency trajectory, taking obstacles into account.

Figure 1. US Airways Flight 1549: Two minutes after takeoff from LaGuardia, the aircraft struck a
flock of birds at an altitude of 2818 ft, which caused the loss of engines and forced the pilot to make a
sea landing on the Hudson river [1].

The second issue is the diversity of types of emergency (loss of engine power, cabin
fire, depressurization, etc.). They can be grouped into two types. The first type is referred
to as ASAP (As Soon As Possible). For example, a cabin fire and medical emergency are
considered ASAP emergencies. The other type is referred to as ANSA (At Nearest Suitable
Airport). In this case, the selected landing site is the safest among those reachable. A failure
of all engines is an ANSA emergency. This paper does not address the selection of the
landing site. In the following, the landing site will be assumed to be known before the
trajectory computation takes place. Indeed, the landing site could be computed by another
algorithm that considers the altitude data around the aircraft’s position. Moreover, the
impact of an eventual failure on aircraft performance will not be considered. However, the
proposed methods take into account the minimum curvature radius and the descent rate
(presented in detail below). These values could be obtained by a previous algorithm that
takes into account aircraft features. The method adapts to all input values and therefore
to all types of situations. Moreover, this algorithm could take into account the wind. The
curvature radius and descent angle would therefore depend on the heading.

The objective of this research was to develop an algorithm that rapidly generates an
emergency trajectory from the failure position to a landing site. For this study, the landing
site is considered known, determined by an algorithm that takes into account the altitude
data around the emergency aircraft position. The heading constraints on departure and
arrival have been added. The aircraft has a given turning curvature radius r, a maximum
climb rate, and a maximum descent rate. This paper proposes to use a sampling-based path
planning algorithm. Moreover, one of its main functions is modified, in order to improve
the algorithm performance. Finally, Dubins curves have been added to the process to make
the trajectories flyable. The proposed initial solution does not take into account either the
weather or degraded dynamics of the aircraft resulting from some failures. This paper
focuses on the speed of the generation of a trajectory.

The paper is organized as follows: Section 2 presents the state of the art in relation to
trajectory generation. Then, Section 3 describes the mathematical modeling process. In
Section 4, the approach used to address the problem is presented. Finally, in Section 5,
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several cases on which the algorithm has been tested are given, some designed specifically
to compare algorithms from the literature and the proposed algorithm, and another one
designed based on real data.

2. Prior State of the Art

Several approaches have been attempted to find a solution to the path planning
problem. However, the emergency trajectory generation problem has been less studied. This
problem is very complex because the trajectory has to be quickly generated. Nevertheless,
the computed trajectory is not necessarily optimal but it must be flyable. Therefore, the
proposed algorithm can make approximations in order to reduce the computing time.

2.1. Design of Emergency Landing Trajectories

In 2006, Atkins et al. [2] provided an adaptative flight planning (AFP) algorithm
in order to select a landing site and generate a safe emergency trajectory in real time.
The trajectory planner takes into account the initial state of the aircraft, as well as flight
dynamics and wind constraints. This algorithm was applied to Flight 1549 in [3], and
the algorithm generated a safe trajectory to return to LaGuardia Airport. Tang et al. [4]
proposed to solve the two-point boundary value problem (TPBVP) to generate unpowered
landing trajectories and improve aircraft safety. Fallast and Messnarz [5] proposed a
solution to automatically select an airport and generate an emergency trajectory to this
landing site which avoids obstacles including a safety margin. Their algorithm is an
adapted version of the rapidly exploring random tree algorithm. It generates a search tree
within the free space, starting from an initial position and trying to connect final positions
with this tree. Its main difference from the original RRT* algorithm is that the search
tree points are connected with a Dubins curve (explained in detail in Section 2.4). This
difference allows it to take into account the start and end heading constraints and also the
aircraft’s performance capabilities. Moreover, their proposed algorithm reduces the point
connections by introducing another constraint linked to the maximum climb and descent
rates. Another work addressed the problem of emergency trajectory design. In his thesis,
Zhao [6] introduced a landing path primitive generation method based on the suboptimal
solution of a three-dimensional variation of the classical Markov–Dubins problem. It
considers the generation of geometric paths. The problem is defined as an optimal control
problem. In his study, first, the minimal length curve problem in the horizontal plane is
addressed and then the three dimensional landing path is obtained by generating a vertical
profile. The proposed algorithm was tested in two different scenarios (US Airways 1549
and Swissair 111). The results showed that the method was efficient. However, it did not
consider obstacles; therefore, it cannot be integrated into a FMS. Sáez et al. [7] proposed
a method based on the RRT* to generate an emergency trajectory. The trajectory follows
a given profile and considers the minimum curvature radius of the aircraft. They take
into account the impact of the eventual failure on the aircraft performance. However, the
computing time of their algorithm can be high. Haghighi et al. [8] presented a post-failure
performance analysis and an optimization method to generate a fast and safe landing
trajectory that avoids obstacles. Their method was based on Dubins curves and Apollonius
results [9].

The works on emergency landing propose very interesting methods but they mainly
concern the impact of the failure on the aircraft. The computing time required for the
generation of a trajectory is not mentioned or is above one minute. Ligny et al. [10] propose
a very efficient algorithm to solve this problem. Their method, based on the fast marching
method, generates a trajectory in less than 1 s. However, the usability of the algorithm
remains limited. This method is compared to the proposed method in Section 5. Several
recent papers have proposed fast trajectory generation methods that are potentially usable
for the studied problem. They are presented below.
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2.2. Trajectory Generation Algorithm

Depending on the path planning problem, the objective may be very different. It may
consist in simply finding a safe path or a path minimizing or maximizing a given criterion
(distance, consumption, time, etc.). Moreover, depending on the type of problem, the
criteria for success are not the same. In this study, the goal is to have a very fast algorithm
but one that is adaptable to any type of emergency situation. Hong et al. [11] propose a
computationally efficient method to generate a smooth level change in trajectory. Their
proposed algorithm consists of a line search method in combination with a fixed-horizon
sequential convex optimization method. This method seems very efficient (the computing
time is around 0.4 s), but the size of the search is very small (100 m vertically and 1500 m
horizontally). Therefore, the computing time could be high with bigger space. Moreover, in
their problem, the obstacles are not considered but the free space test can be very expensive
in terms of computing time. Another work [12] proposes an efficient method to generate a
collision-free trajectory. This algorithm is based on P-RRT* [13] combined with a line-of-
sight path optimizer. Other works [10,14,15] have proposed generating trajectories using
methods based on fast marching. This is a front-propagation method that functions in
the manner of a forest fire.This method is very efficient but it does not seem to be very
adaptable to diverse types of problem. For example, it seems complicated to take into
account the aeronautical constraints, as explained by Ligny et al. [10] in their paper. Some
papers [16–18] have proposed using a very efficient graph-based path planning algorithm.
These methods seem to be very efficient in terms of computing time. Moreover, they are
very adaptable because they are used in different fields (robots, helicopters, aircrafts. . .).
This paper presents these methods in detail and proposes to improve one of them in order
to obtain an even more efficient algorithm.

2.3. Graph-Based Path Planning Algorithm

There are many methods to determine the shortest path in a graph. This paper presents
three well known algorithms (Dijkstra, Bellman and A*). Dijkstra’s algorithm [19] is an exact
shortest-pathfinding algorithm in a weighted graph that does not contain any absorbing
circuit, which is a closed path with negative weight. The Bellman–Ford algorithm is
equivalent to Dijkstra’s algorithm for the single-source multiple-shortest-paths problem.
It was proposed by Richard Bellman and Lester Randolph Ford Jr., who published the
algorithm in 1956 [20] and in 1958 [21]. A* is a path search algorithm [22], which is often
used in computer science due to its completeness, optimality, and optimal efficiency. This
algorithm has to define a priority queue, similarly to the Dijkstra algorithm. In the case of
A*, the priority is defined by:

f (n) = g(n) + h(n) (1)

where n is a node of the graph, g(n) is the cost of the path from the start node to n, and
h is a heuristic function that estimates the cost from a node n to the goal. The heuristic
function has to underestimate the real cost to reach the goal to ensure that the solution
obtained is optimal. These classical algorithms assume the existence of a graph. A simple
way to construct this graph would be to use a grid. However, the trajectory obtained would
be greatly dependent on the accuracy of the grid. More recently, new and more efficient
graph-based algorithms have been proposed. These algorithms generate a graph to find a
path between two points. Moreover, some versions of these methods are asymptotically
optimal.

Over the past decades, many methods have been proposed to generate a graph in
order to find the optimal path between a pair of nodes. The most fashionable methods
are sampling-based path planning algorithms. These methods are based on free space
sampling [23–27]. Before discussing the algorithms, the problem must be formulated and
some primitive functions used by such algorithms must be introduced.

Let χ = (0, 1)d be the configuration space, where d ∈ N is the space dimension ,
(d ≥ 2). Let χobs be the obstacle region, such that χ\χobs is an open set, and denote the
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obstacle-free space as χ f ree = cl(χ\χobs), where cl(χ) denotes the closure of a set χ. The
initial condition is denoted by xinit ∈ χ f ree, and the goal region χgoal is an open of χ f ree.

Sampling-based path planning algorithms mainly use four functions:
Sampling: The Sample function generates a sequence of points in χ. The distribution

of points can be uniform or randomly generated. It should be noted that random sampling
makes the solutions of algorithms non-reproducible. It is better when the algorithm is able
to sample points directly in χ f ree.

Nearest Neighbor: This function returns a vertex that is the closest to a point x ∈ χ in
terms of a given distance.

Near Vertices: This function returns the vertices that are contained in a ball of radius
r centered at a point x ∈ χ.

Collision Test: This function returns True if the straight line between two points
x, x′ ∈ χ lies in χ f ree and False otherwise.

There are three main sampling-based path planning algorithms, probabilistic roadmaps
(PRM), rapidly-exploring random tree (RRT), and fast marching tree (FMT) algorithms [28].

The PRM algorithm is composed of a pre-processing phase which constructs a road
map using n randomly-sampled points in χ f ree and a second phase to find the shortest path
between the initial point and the final point [28].

The RRT algorithm works differently. In the beginning, the graph is composed of the
initial vertex and no edges. At each iteration, the algorithm tries to connect a new sampled
point xrand ∈ χ f ree to the nearest vertex of the tree. If such a connection is possible (i.e.,
there is no obstacle between them), xrand is added to the vertex set V, and (v, xrand) is added
to the edge set. The graph construction and the path search can be performed concurrently.

An extension of such an algorithm is RRT*. The RRT* algorithm creates connections
similarly toRRT. Moreover, at each iteration, it also tries to improve the graph by connecting
xnew ∈ χ f ree to vertices that are within distance r. A connection to xnew is created, if the cost
to reach it is minimal. In the event of a cost improvement, the edge linking the vertex and
its parent is deleted and is replaced by the new connection [28] .

The FMT algorithm [29] (see Algorithm A1) performs a forward-propagation over
several sampled points generated during the initialization step and generates a tree of
paths. Three key features characterize the algorithm:

• Two samples are considered neighbors if their distance is below a given radius;
• The graph construction and path search are performed concurrently;
• If the locally-optimal connection to a new sample intersects an obstacle, the algorithm

skips this sample. It does not consider the other connections to the neighborhood.

Before presenting the details of the algorithm, some sets must be introduced. Vunvisited
is a set composed of nodes that do not yet have an assigned cost. Vclosed is composed of
nodes that are visited and have a cost that can no longer be modified because it is optimal.
Vopen is a set that contains visited nodes but their cost is temporally assigned. The following
four drawings (see Figure 2) represent the local optimization phase of Algorithm A1, which
is repeated as long as the destination xgoal is not reached. The algorithm begins with a
graph composed of only one node, which is the starting point xstart.

According to the literature, FMT is the fastest algorithm (See Table 1). Due to the fact
that the algorithm checks only one connection, the computing complexity of the collision
test is reduced to O(n), whereas for PRM* and RRT*, it is O(n log n) where n is the number
of sampling points.
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(d)
Figure 2. Local optimization phase [29]. (a) Lines 3–9. In this first step, the lowest-cost node z from
set Vopen is selected and the nodes within Vunvisited which are near to z are found. (b) Lines 10–13. For
each unvisited node x near to z, its neighbors within Vopen are found, and x is connected to have an
optimal cost without going through an obstacle. (c) Lines 14–18. A connection is created between
x and the neighbor of the locally-optimal step connection. (d) Lines 20–25. All neighbors of z are
visited and are added to Vopen. z is added to Vclosed. FMT* moves to the next iteration with the node
which has the lowest cost.

Table 1. Algorithm complexity depending on the number of samples n [28].

Graph Generation Time Complexity Space

Algorithm Processing Query Complexity

PRM O(n log n) O(n log n) O(n)

PRM* O(n log n) O(n log n) O(n log n)

RRT O(n log n) O(n) O(n)

RRT* O(n log n) O(n) O(n)

FMT O(n log n) O(n) O(n)

One of the main success criteria of the proposed solution is the computing time. For
this reason, the algorithm proposed herein is based on the fast marching tree algorithm.
Therefore, PRM and RRT are not tested in this study.

The main issue of this algorithm is that the computed path is not flyable because all
the points building the path are connected with straight lines, which can create heading
discontinuity at each point. Moreover, heading constraints on arrival and departure are
not satisfied.

2.4. Dubins Curve

One of the main constraints taken into account in this study is the curvature constraint.
The Dubins curve is a solution in respect to this constraint [30,31]. The Dubins path typically
refers to the shortest curve that connects two points with a constraint on the curvature
of the path and with prescribed initial and terminal tangents to the path [32,33]. There
are six types of Dubins curve; four are of the Circle-Segment-Circle type and two are of
the Circle-Circle-Circle type. If the distance between two connected points is smaller than
the sum of the two radii and if the initial and final heading are in opposite directions,
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no straight line segment can be fitted between the circle segments [5]. In this case, the
shortest route is a path of the Circle-Circle-Circle type. Figure 3 shows an example of a
Dubins Curve.

Ls

C1

C2

×

×

×

Ls

π/2− φ2

α φ1

φ1

φ2

β

O

D

Figure 3. Left-Segment-Left Dubins Curve: The curve connects a start point with an orientation angle
α and an end point with an orientation angle β. It is composed of a turn to the left around the first
green circle, a segment of length Ls, and a second turn to the left around the second green circle [7].

These previous related works have shown the efficiency of sampling-based path
algorithms in terms of computing time. However, these algorithms cannot be used directly;
indeed, the paths generated by this type of method are not flyable. The introduction of
Dubins curve enables to solve this problem. Moreover, some main functions of these
algorithms, such as the free space checker, can be improved to reduce the computing time
required for path generation. In the following section, the space search, the objective, and
the constraints are presented.

3. Mathematical Modeling

This section presents the search space and the aeronautical constraints.

3.1. Search Space
3.1.1. Terrain Data

Based on altitude data around the aircraft’s position, a cube is created to model the
space search. In this cube, each point p generated during the sampling phase is a state
vector containing the coordinates x and y and the altitude alt, giving the vector:

pnew =

 x
y

alt

 (2)

where:
terrain(x, y) < alt < altmax (3)

3.1.2. Route Representation

In this study, the route is represented by a set of n points (p0, p1, . . . , pn−1) such as
∀i, 0 ≤ i < n− 1, and pi is connected to pi+1. In the first attempt, the points are connected
with straight lines. Then, to make the path flyable, such straight lines are replaced by
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Dubins curves. The method is presented in detail in Section 4. For each point of the path,
the heading (hi, in radians; see Figure 4) is computed as follows:

hi = mod
(

π

2
− arctan

yi+1 − yi
xi+1 − xi

, 2π

)
, 0 < i < n− 1

h0 = hstart
hn−1 = hlandingSite

(4)

pi

pi+1

xi+1 − xi

yi+1 − yi

α
α = arctan

yi+1 − yi
xi+1 − xi

hi

Figure 4. Heading computation: From the position of the points pi and pi+1, the orientation angle α

is computed, followed by the heading hi.

The heading enables the algorithm to connect the points with a Dubins curve and
therefore take into account the curvature radius of the aircraft.

3.1.3. Objective Function

The goal of this study is to generate a flyable trajectory as quickly as possible. We chose
to determine the shortest possible route. The selected objective function is the Euclidean
distance squared. For a path (p0, p1, . . . , pn−1), the cost is computed as follows:

cost(p0, p1, . . . , pn−1) =
n−2

∑
i=0

(xi+1 − xi)
2 + (yi+1 − yi)

2 + (zi+1 − zi)
2 (5)

This choice was made to reduce the computing time required for a distance between
two points as much as possible. Indeed, this computation is cheaper than the computation
of a Dubins curve. This choice introduces error, as the Dubins curve distance can be very
different from the Euclidean distance. However, it is important to remember that the
algorithm does not aim to find the optimum path but rather a safe path.

3.2. Aeronautical Considerations

Depending on the situation, the constraints can be extremely different. For example, if
the aircraft loses its engines, the dynamics of the aircraft are drastically modified (curvature
radius, minimum descent rate. . .), whereas a rudder issue can just prevent turning left. The
proposed algorithm takes into account the descent and the heading constraints.

3.2.1. Descent Constraints

Each type of emergency affects the descent in a different way. For example, in the case
of an emergency due to a cabin fire, the aircraft’s performance is not affected. Therefore,
the aircraft can climb and descend as usual. However, in the case of an emergency due to a
dual engine failure, the aircraft has to descend to maintain sufficient speed to avoid stalling.
In this case, the pilots decide most often to choose the lowest possible descent rate so that
they can cover the longest possible distance and have enough time to choose a safe landing
site (see Figure 5). It is also constrained by a maximum descent rate. Indeed, if it is higher
than the maximum value, it can lead to an overspeed. However, to land safely, the speed of
the aircraft should not be too high.
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γ1

γ2

Figure 5. Example of descent profile: γ1 corresponds to the minimal descent angle (Maximal lift-to-
drag ratio) and γ2 is the descent angle during the approach phase.

In this study, the aircraft is constrained by a maximal and a minimal descent angle
(see Figure 6). During the building tree phase, to connect two points in the free space, the
descent angle has to be checked between these two values.

The descent constraints can be written as follows:

∀i < n


arctan

disthorizontal(pi, pi+1)

|zi+1 − zi|
≥ γmin

arctan
disthorizontal(pi, pi+1)

|zi+1 − zi|
≤ γmax

(6)

γminγmax

Figure 6. Descent constraint (minimal descent angle = γmin and maximal descent angle = γmax).

3.2.2. Heading Constraints

When obstacles are present (mountains, buildings, etc.), the aircraft has to change its
heading to avoid them. The pilot, therefore, turns the aircraft to the right or to the left. The
pilot chooses a bank angle (see Figure 7) between 0◦ and the maximum bank angle (θmax),
which depends on the features of the aircraft. This angle is maintained during the turn and
finally, the pilot straightens the aircraft.

bank angle

bank angle

Figure 7. Bank angle.

The maximal bank angle is associated with another value, which is the minimum
curvature radius rmin (see Figure 8). This value depends on the true airspeed v and the
maximum bank angle θmax as follows:

rmin =
v2

g tan θmax
(7)
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rmin

Flight path
direction

Top view of horizontal plane

θmax

Horizontal plane

Back View

Figure 8. Link between the maximal bank angle and the minimal curvature radius.

The heading constraints taken into account are the following:

• At the time of the declaration of the emergency, the aircraft has a given orientation.
The proposed trajectory has to start with this orientation.

• Throughout the flight, the aircraft has to avoid obstacles. For this, it makes turns
which are constrained by the maximal bank angle, which depends on aircraft features.
This value is associated with the minimal curvature radius. In this study, this radius is
considered to be constant. The turns are modeled by means of Dubins curves.

• The final heading of the aircraft has to be the same as the runway or the landing
site orientation.

All data allowing the consideration of these constraints are considered as known. They
could be computed using an algorithm that takes into account the weather and the impact
of a possible failure.

After a detailed description of the mathematical modeling, the next section presents
the proposed algorithm to automatically generate a flyable trajectory and an improvement
of the free space checker.

4. Flyable Trajectory Generation
4.1. Algorithm Description

The proposed method is based on the FMT algorithm. Each node N generated during
the sampling phase is defined by its coordinates in the free space. The nodes contain two
additional data to construct the structure of the tree. The first piece of information is the
cost of the node N. During the sample phase, the cost value is initialized to infinity. The
second piece of information is the parent node Nparent. This represents the previous node on
the shortest path which connects node N. The sampling can be uniform or random. With a
random sampling, the results are usually better than with a uniform deterministic sampling
approach. However, for the same problem, two random samplings generate two different
solutions. The proposed algorithm generates the trajectories from a random sampling in
the free space. To obtain good solutions, the number of samples must be sufficiently high,
but if this number is too high, the computing time is too long. To obtain a good solution
while having a low computing time, the proposed algorithm generates a first sampling
with a small number of points in order to quickly generate a first initial trajectory with the
FMT algorithm.This solution is very far from the shortest path. It is therefore refined by
means of a second sampling step, generated around it (see Figure 9).It can be noted that in
the worst case, the second path is the same as the first.
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(a) (b)
Figure 9. Sampling: The first path (left) is computed by the FMT algorithm from a sampling on
the whole space. The second path (right in blue) is computed from a sampling around the first
approximate path (start point in green and end point in red). (a) First sampling; (b) second sampling.

Finally, to make the trajectory flyable, all points that compose the previously computed
path are connected by replacing straight lines with Dubins curves. The heading constraints
are now considered. The connection of points with Dubins curves could be accomplished
during the FMT phase, but as Dubins curve generation is too slow, the points are first
connected by straight lines and then adjusted with Dubins curves (see Figure 10).

(a) (b)
Figure 10. Path modification: The first path is computed by the FMT algorithm. The second path
is the path after the addition of Dubins curves to respect the heading constraints (in red). (a) Path
without Dubins curve; (b) Path with Dubins curve.

This process requires the enlargement of the obstacles in order to be sure that the
Dubins curves will be in the free space. Indeed, if the straight line path passes near an
obstacle, the Dubins path could pass through this obstacle due to the turn constraints (see
Figure 11).

Figure 11. Example of collision with an obstacle after the addition of Dubins curves: the straight line
path is drawn in green and is in the free space. The Dubins path is shown in blue and passes though
the obstacle in red [7].

The obstacles have therefore been enlarged horizontally by a distance corresponding
to the curvature radius of the aircraft trajectory. The cells located at a horizontal distance
lower than the curvature radius of an obstacle cell become obstacles (See Figure 12a).
Moreover, all cells under these cells are also considered obstacles. This implies that the
altitude of this circular area is equal to the altitude of the obstacle cell (see Figure 12b).
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altitude

Obstacle
altitude

(b)
Figure 12. Enlargement of obstacles [7]. (a) Horizontal enlargement (obstacle cell: black, new obstacle
cells: blue); (b) vertical enlargement.

4.2. Improvement of the Free Space Checker

One of the main functions of the previously mentioned algorithm is the free space
test function. It consists in verifying if there is an obstacle between the two points in order
to validate the connection in the graph. FMT* spends half its time on this function. It is
therefore critical to have a very efficient free space test function to reduce the computing
time required for trajectory generation. One way to check that a segment between two
points is in the free space is to discretize the segment and to check if all the points of the
segment are in the free space. This method is very slow and therefore makes the algorithms
less efficient. To reduce the computing time of this function, Quadtree (2D) and Octree (3D)
have been used.

Without the loss of generality, this paper presents the free space checker in 2D to
facilitate reader comprehension. However, the method is used in 3D to be applied to the
studied problem. A quadtree (Figure 13) is a tree data structure in which each internal node
has exactly four children. A quadtree is generated from a grid composed of free space cells
and obstacle cells [34].

Figure 13. Example of a quadtree.

A naive method would be to code the Quadtree using pointers. The root node would
point to four children nodes, each child would point to four children nodes, etc. However,
if the grid is very large, memory usage is very high. To reduce memory usage, it is better
to use a linear Quadtree [35]. This enables us to store for all leaves of the tree only two
pieces of information for each of them. The first piece of information is called the Morton
code [36–38]. This is an integer that uniquely defines a cell in a grid. The computation of its
value consists in converting the row number and the column number of a cell into a binary
string. Then, the Morton code is created by alternating a column digit and a row digit (see
Figure 14a). The second piece of information is the depth level in the tree. This defines the
position of the leaf in the tree and therefore also defines the cell size.

Linear Quadtree generation from a grid is composed of several steps. Firstly, the
number of levels is computed. This value corresponds to the smallest integer nl such as
NbRows ≤ 2nl−1 and NbColumns ≤ 2nl−1 (3nl−1 for octrees). Then, an empty list is created,
which contains the Quadtree free nodes. This list is ordered in ascending order of Morton
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Code. Then, for each Morton code MC < 4nl−1 (8nl−1 for octrees), a new node is added to
the list. Its Morton code is MC and its level is equal to nl − 1. At each step, as long as it is
possible, the last four elements of the list are deleted and a new node is created. The level
is decremented by one and its Morton code is the minimum Morton code of the previous
nodes. If the grid is very large, the generation of this Quadtree is slightly long. However,
once calculated, it is very easy to store it in a text file. This computation can be performed
in a pre-processing phase. For example, during the flight the octree can be computed every
10 min around the aircraft position and its future positions (see Figure 15).

(a)

0

16 20

24 28

32 36

40 44

48 49

50 51
52

56 60
7

6

5

4

3

2

1

0

0 1 2 3 4 5 6 7

(b)
Figure 14. Linear quadtree generation from a grid. (a) Morton code computation: Its value is
computed by alternating a column digit (blue) and a row digit (red) [39]. (b) Linear Quadtree
example: This quadtree is computed from an 8× 8 grid; it is therefore composed of 4 levels (8 = 24−1).
The level of the red cell is 1 because its size is 4× 4 and its Morton code is 0 because it is the minimum
Morton code of cells which compose this big cell. The blue cell level is 2 (size = 2× 2) and the green
cell level is 3 (size = 1× 1). Note that level 0 corresponds to the entire grid.

t

t + 10

Figure 15. QuadTree around the aircraft position.
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Figure 14b shows an example of a linear Quadtree. This Quadtree is built from an
8× 8 grid. This implies that the level of the Quadtree is 4 (8 = 24−1). The level of the red
cell is one because its size is 4× 4 and its Morton is zero. The blue cell has a level equal to
two (size = 2× 2). This cell is composed of four grid cells ([6,2], [6,3], [7,2], [7,3]). In the
table shown in Figure 14, the four Morton codes are 44, 45, 46, and 47. The Morton code of
the cell is the minimum of these; therefore, it is 44. The green cell is composed of only one
cell ([5,4]), its level is three, and its Morton code is 49.

The main function of the previously presented algorithms is to verify if a straight line
segment is in the free space. The Quadtree offers a strong improvement as a free space
checker.The first step of this function is to determine the Quadtree cells corresponding
to the start and the end position of the straight line. The Morton code associated with a
coordinate is computed with a table similar to that shown in Figure 14 (lines 1 and 2 in
Algorithm 1). The associated cell is searched in the table of nodes (lines 3 and 4). If one
node does not exist in the table—that is to say, it is an obstacle cell—the method returns
False (line 5). Then, if these two cells are the same (line ABin Figure 16), the function returns
True (Line 6). However, if the two cells are different, a dichotomy is carried out and the
function is called recursively (line CD in Figure 16, lines 9 and 10).

If, in the initial grid, there are few obstacles, this method is very efficient and divides
the computing time by ten but if the obstacle space is very large, the benefit is strongly
reduced. On average, the computing time is divided by three.

After this detailed presentation of the proposed algorithm to generate an emergency
path, it will now be compared to algorithms from the literature and then tested with a real
case. The results are presented in the next section.

A

B

C

D

Figure 16. Free space checker example: in the case of the segment [AB], the octree cell is the same
for A and B. However, for the segment [CD], the start cell is different from the end cell; therefore, a
dichotomy is performed.
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Algorithm 1 Free space checker: from the start position (start) and the end position (end),
the two associated Morton codes are computed and then a dichotomy is performed to check
that the segment is in the free space.

1: StartMortonCode = CoordinateToMC(start)
2: EndMortonCode = CoordinateToMC(end)
3: StartNode = MCTab.get(startMortonCode)
4: EndNode = MCTab.get(endMortonCode)
5: if StartNode 6= NULL and EndNode 6= NULL then
6: if StartNode = EndNode then
7: return True
8: else
9: middle = middleCoordinate(start, end)

10: return FreeSpaceCheck(start, middle) and FreeSpaceCheck(middle, end)
11: end if
12: else
13: return False
14: end if

5. Results
5.1. Description of the Test Method

Preliminary tests were conducted to demonstrate the efficiency of the proposed algo-
rithm. The goal was to show that the proposed improvements decrease the computing time
required for trajectory generation. The methodology proposed to compare FMT and the
algorithm is illustrated by the cases of one flight crossing a 3D cube of 1000× 1000× 1000.
For these tests, the orientations, the start point, and the final point are given. The obstacles
are very simple in order to easily observe the cost of the shortest path. In these early
simulation tests, the Dubins curves are not computed and the descent constraints are not
considered. The experiments were carried out with a computer equipped with an i7-8550
processor and a RAM of 8 GB. The algorithm was tested on a dozen simple scenarios with
obstacles of several sizes to evaluate its computing-time efficiency. These scenarios were
chosen because the optimal cost was known; therefore, the error was easily computed

as: error =
cFMT − creal

creal
, where cFMT represents the cost of the path computed by the

algorithm and creal is the cost of the optimal path. The first presented case corresponds to
two points (the origin and destination) separated by a large obstacle. This example shows
the difference between the FMT tree and the tree in our algorithm. It explains the reduction
in computation time. Then, we present a more complex scenario to show the avoidance
of the obstacles. This scenario raises the limits of the algorithm if the sampling size is too
small. After testing the algorithm on simple cases, it is tested on real cases to show that the
proposed algorithm can take into account aeronautical constraints.

5.2. Simple Case Test

Figure 17 present the results obtained with the FMT algorithm. These two figures
show that the FMT algorithm explored many unnecessary points. This implies that the
number of points should be increased in order to compute a path that has a cost near
the optimal cost. In this test case, with 3000 samples, the computing time was 589.6 ms
and the error was 2%. Figure 18 presents the tree and the optimal path computed by the
proposed algorithm (improved FMT). These figures show that the tree is less extended than
the tree computed by the original FMT. This enables us to reduce significantly the number
of samples and therefore the path-computing time. Indeed, for the same error rate (2%) the
computing time is 208.6 ms.
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(a) (b)
Figure 17. Example of the result of the FMT algorithm with one obstacle: number of samples = 3000,
computing time = 589.6 ms, error = 2%. The generated graph is drawn in black, the obstacle in blue,
and the path (start point in green and end point in red) in green. (a) Side view. The computed
trajectory passes behind the obstacle; (b) top view.
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Figure 17. Example result of the FMT algorithm with one obstacle: Number of samples = 3000,
Computing time = 589.6ms, Error = 2%. The generated graph is drawn in black, the obstacle in blue
and the path (start point in green and end point in red) in green.

(a) Top view (b) Side view
Figure 18. Example result of the improved FMT algorithm with big obstacle: First step number of
samples = 1500, Second step number of samples = 1000, Computing time = 208.6ms, Error = 2%.The
generated graph is drawn in black, the obstacle in blue and the path (start point in green and end
point in red) in green.

5.3. Multi-Obstacles case test 468

Figure 19 shows another result obtained by the proposed algorithm in presence of 469

four different obstacles. This test has been done with a first sampling composed of 3000 470

(a) (b)

Figure 18. Example result of the improved FMT algorithm with large obstacle: first step number of
samples = 1500, second step number of samples = 1000, computing time = 208.6 ms, error = 2%.The
generated graph is drawn in black, the obstacle in blue, and the path (start point in green and end
point in red) in green. (a) Top view; (b) side view.

5.3. Multi-Obstacle Case Test

Figure 19 shows another result obtained using the proposed algorithm in the presence
of four different obstacles. This test was performed with a first sample composed of
3000 samples and then a second sample with 1500 points. This figure shows that the path
horizontally and vertically avoided the obstacles.

The tests performed during this study showed that the proposed algorithm computed
a good solution very quickly. However, in some specific cases, if the number of samples of
the first sampling is too small, the first path could be different from the optimal path and
therefore the second sampling could not correct the error.

Figure 20 shows an example of a result obtained using the algorithm with a small first
sampling step (500 samples). The path is very far from the path in Figure 19. Indeed, it is
8% longer. To avoid this problem, the first sampling should have a sampling number that
is higher than the second sampling step. Indeed, the second sampling step is just used to
refine the first solution. In the worst case, the new solution is the same as the first.
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Figure 19. Example result of the improved FMT algorithm with four different obstacles: First step
number of samples = 3000, Second step number of samples = 1500, Computing time = 1123.6ms.The
generated graph is drawn in black, the obstacles in blue and the path (start point in green and end
point in red) in green.
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Error (%) FMT Proposed FMT
5 98.7 51.3
2 493.8 203.4
1 6896.5 2057.3

Table 2. Average Computing Time (ms) for scenraios between two points separated by a distance of
500 cells

Figure 19. Example of the result of the improved FMT algorithm with four different obstacles: first
step number of samples = 3000, second step number of samples = 1500, computing time = 1123.6 ms.
The generated graph is drawn in black, the obstacles in blue and the path (start point in green and
end point in red) in green.

Figure 20. Example result of the improved FMT algorithm with four different obstacles: first step
number of samples = 500, second step number of samples = 1500. The generated graph is drawn in
black, the obstacle in blue, and the path (start point in green and end point in red) in green.

5.4. Computing Time Results

Other tests were performed to demonstrate the speed of the proposed algorithm.
The test conditions were presented in Section 5.1. Table 2 summarizes the results of the
simulations. It shows the computing time, depending on the error. These tests showed
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first that the proposed FMT was clearly faster than the original FMT. Indeed, the proposed
algorithm reduced the computing time by three.

Table 2. Average computing time (ms) for scenarios between two points separated by a distance of
500 cells.

Error (%) FMT Proposed FMT

5 98.7 51.3
2 493.8 203.4
1 6896.5 2057.3

5.5. Real Case Test

After testing the algorithm on simple cases, it was tested on real cases. The data used
for these tests were obtained from an altitude data map around Grenoble airport in France
with a radius of 50 Nm. The data were represented by a 3D cube of 1200× 1200× 500.

Altitude data are given at each 0.083 Nm (
2× 50
1200

). The precision of the altitude was
30 ft. After a data processing step to enlarge the obstacles, the computed octree had about
6 million leaves and the file size was equal to 80 MB. The number of cells was reduced by 120
via the octree trick. Indeed, the initial cube contained 720 million cells (1200× 1200× 500).
The absence of obstacles at high altitudes explains this significant reduction in the number
of cells. They were therefore easily grouped to create large free-space cells. As explained
in the last part, this speeds up the free space checker algorithm, and consequently, the
trajectory generation algorithm. As previously stated, the landing site, the curvature radius
and descent rates were considered known. Figure 21 represents one studied scenario. The
initial altitude was 10,000 ft, the initial heading was 180◦, the final altitude was the ground
altitude and the final heading was 315◦. These figures show that the trajectory avoids the
mountains near to the emergency position and seems smooth with the addition of Dubins
curves. However, this smoothing significantly increased the computing time required for
the generation of a trajectory but it was still reasonable. The average computing time was
less than 10 s. Ligny et al. [10] presented different computational performance tests on
similar scenarios. Their algorithm generated a trajectory very quickly (about 1 s). However,
their trajectories were not 100% flyable. Moreover, the algorithm was constrained to a fixed
descent plane, which prevented U-turns. This can be problematic if the landing site is
behind the aircraft. The proposed method is certainly slower but it computes a trajectory
regardless of the position of the landing site and takes into account aeronautical constraints.

(a) (b)
Figure 21. Cont.



Aerospace 2022, 9, 180 19 of 22

(c)
Figure 21. Trajectory generation example: The computed path is represented in red, the obstacles
in blue, and the start heading and the final heading in green. (a) Example of emergency trajectory
around Grenoble in France; (b) the same example seen from the other side; (c) other view of the
trajectory to show the avoidance of the obstacle.

6. Conclusions

This paper addresses emergency geometric path generation. The study was focused
on the efficiency of the trajectory generation in terms of computing time. In the first
part of this paper, we presented some methods to generate a path. Sampling-based path
planning algorithms seemed to be more appropriate for the studied problem due to their
computation performance. However, the paths computed by this type of algorithm are
not flyable. To solve this problem, the proposed algorithm uses Dubins curves. In the
second part, we explained the mathematical modeling approach used for the problem and
particularly the aeronautics constraints. In the next part we described the approach used to
address the problem. The proposed algorithm is an adapted version of the fast marching
tree, which used an octree for the free space checking function, Dubins curves to make the
trajectory flyable, and two different sampling steps. The goal of these improvements was to
reduce the computing time of the algorithm as much as possible. Finally, early simulation
results were presented to illustrate the proposed solution. According to the numerical
results, this approach looks promising. The proposed algorithm generated a trajectory
from the emergency to the landing site in less than 10 s. Moreover, the proposed method is
adaptable to any type of emergency. Indeed, the algorithm can take as its input any value of
descent angle and radius of curvature. However, it will be necessary to develop a complete
tool composed of three different modules, the selection of the landing site, the computation
of the performance data (curvature radius and descent angle), and the generation of the
trajectory. The first two modules will depend on the emergency and the weather. This paper
focused on the last module. The proposed method seems promising for integration into a
complete system because it is independent, fast, and adaptable. The final steps will consist
in describing the computed path by means of a list of waypoints to be integrated into the
FMS. This study opens the way to the integration of an emergency autolanding system into
the FMS with in-flight automatic resolution of potential traffic conflicts, obstacle avoidance,
and weather hazard avoidance. This remains a subject for future research. This type of
method could be used throughout the flight. A landing site selection algorithm would
compute a set of airports sorted by distance from the aircraft’s position. The algorithm
would then compute a trajectory from the future positions of the airplane by iterating over
each airport until a solution is found. Since the algorithm provides a result in about 10 s, it
could be considered to run the process every minute. With this method, the pilot would
receive immediate help because the trajectory would already be determined. However,
the large number of emergency types would require the repetition of this process for each
type of failure. This would reduce the frequency of repeating the process. To limit this, the
performance of the trajectory generation algorithm would have to be further improved.
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Appendix A. Fast Marching Tree

Algorithm A1 Fast marching tree: from a sampling composed of n samples, the algorithm
creates the graph. At each step, the minimum cost node is selected and the algorithm tries
to connect these neighbours (nodes at a distance lower than a radius depending on the
number of samples) to the graph [29].

1: V ← {xstart} ∪ SampleFree(n); E← ∅
2: Vunvisited ← V\{xstart}; Vopen ← {xinit}, Vclosed ← ∅
3: z← xstart
4: Nz ← Near(V\{z}, z, rn)
5: Save(Nz, z)
6: while z /∈ χgoal do
7: Vopen,new ← ∅
8: Xnear = Nz ∩Vunvisited
9: for each x ∈ Xnear do

10: Nx ← Near(V\{x}, x, rn)
11: Save(Nx, x)
12: Ynear ← Nx ∩Vopen
13: ymin ← arg miny∈Ynear

{c(y) + Cost(y, x)}
14: if CollisionFree(ymin, x) then
15: E← E ∪ {(ymin, x)}
16: Vopen,new ← Vopen,new ∪ {x}
17: c(x) = c(ymin) + Cost(ymin, x)
18: end if
19: end for
20: Vopen ← (Vopen ∪Vopen,new)\{z}
21: Vclosed ← Vclosed ∪ {z}
22: if Vopen = ∅ then
23: return Failure
24: end if
25: z← arg miny∈Vopen{c(y)}
26: end while
27: return Path(z, T = (Vopen ∪Vclosed, E))
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