
HAL Id: hal-03034660
https://enac.hal.science/hal-03034660v1

Submitted on 9 Dec 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Cryptanalysis of a code-based full-time signature
Nicolas Aragon, Marco Baldi, Jean-Christophe Deneuville, Karan Khathuria,

Edoardo Persichetti, Paolo Santini

To cite this version:
Nicolas Aragon, Marco Baldi, Jean-Christophe Deneuville, Karan Khathuria, Edoardo Persichetti, et
al.. Cryptanalysis of a code-based full-time signature. Designs, Codes and Cryptography, 2021, 89,
pp.2097-2112. �10.1007/s10623-021-00902-7�. �hal-03034660�

https://enac.hal.science/hal-03034660v1
https://hal.archives-ouvertes.fr


ar
X

iv
:2

01
1.

08
32

6v
2 

 [
cs

.C
R

] 
 6

 J
ul

 2
02

1

Noname manuscript No.
(will be inserted by the editor)

Cryptanalysis of a code-based full-time signature

Nicolas Aragon · Marco Baldi ·

Jean-Christophe Deneuville · Karan
Khathuria · Edoardo Persichetti · Paolo
Santini

Received: date / Accepted: date

Abstract We present an attack against a code-based signature scheme based on
the Lyubashevsky protocol that was recently proposed by Song, Huang, Mu, Wu
and Wang (SHMWW). The private key in the SHMWW scheme contains columns
coming in part from an identity matrix and in part from a random matrix. The
existence of two types of columns leads to a strong bias in the distribution of set
bits in produced signatures. Our attack exploits such a bias to recover the private
key from a bunch of collected signatures. We provide a theoretical analysis of the
attack along with experimental evaluations, and we show that as few as 10 signa-
tures are enough to be collected for successfully recovering the private key. As for
previous attempts of adapting Lyubashevsky’s protocol to the case of code-based
cryptography, the SHMWW scheme is thus proved unable to provide acceptable
security. This confirms that devising secure code-based signature schemes with effi-
ciency comparable to that of other post-quantum solutions (e.g., based on lattices)
is still a challenging task.
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1 Introduction

Digital signature schemes are a class of cryptographic primitives designed to pro-
vide a digital equivalent to their paper counterpart, namely to authenticate the
original issuer of a document. Efficient constructions of signature schemes have
been proposed alongside the advent of public key cryptography [23]. Since then,
a long line of research has aimed at making these constructions more efficient, by
reducing the public key size and/or shortening the signature. While many well-
established and widespread signature schemes rely on integer factorization, the
most efficient constructions rely on the intractability of extracting discrete loga-
rithms over the additive group of points on an elliptic curve. In 1994, assuming
the existence of a sufficiently large quantum computer, Shor [25] presented an al-
gorithm to solve both problems in polynomial time (as opposed to the best known
classical algorithms, that require sub-exponential time). Finding quantum-safe al-
ternatives to cryptosystems relying on the hardness of number theory problems is
therefore of prime importance.

Among the quantum-safe alternatives, schemes based on Euclidean lattices and
error-correcting codes stand as the most promising candidates. The latter defines
the area known as code-based cryptography, which was initiated by McEliece [18]
in 1978, and essentially relies on the intractability of decoding random linear codes,
a problem that has been proved to be NP-complete [9]. While it is relatively easy
to build secure code-based public-key encryption schemes (for which the original
McEliece approach is still robust), obtaining efficient and secure digital signature
schemes using the standard code-based approach (Hamming metric and syndrome
decoding) is considerably more challenging.

Two methods are commonly used to design such schemes. The first one, the
“hash-and-sign” paradigm that works very well for some traditional primitives (e.g.
RSA), appears to be rather inadequate for code-based schemes. In fact, when re-
lying on the hardness of decoding in the Hamming metric [9, 7], the difficulty of
efficiently sampling decodable syndromes leads to protocols that are either ineffi-
cient or insecure (or both). CFS [12], which historically dates as the first one in
this category, is still technically unbroken (despite the introduction of a distin-
guisher [15]) but fails to be practical due to its long signing times and large key
sizes. The latest hash-and-sign scheme, Wave [13], follows a new approach based
on decoding of vectors of very large weight. In Wave, the public-key size grows
quadratically in the security parameter, which is an important improvement over
CFS. However, Wave still requires a public key of over 3 megabytes for 128 bits
of classical security, and signing times of about 0.3 seconds. The second method,
which consists of converting an identification scheme via Fiat-Shamir, typically
results in very long signatures, due to the necessity of repeating the underlying
Sigma protocol many times. The first code-based scheme of this type was proposed
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by Stern [27] in ’93, and the approach was successively refined through several sub-
sequent works [28, 11, 1, 8, 10]. Yet, the signature sizes that one can obtain with
this approach are still not optimal.

A very promising solution, for lattice-based schemes, was given by Lyuba-
shevsky in [16], leading to one of the top contenders for NIST’s Post-Quantum
standardization effort [19], Dilithium [17]. The paradigm consists of a “one-round”
application of an identification scheme à la Schnorr. This allows to obtain very
compact signature sizes, as well as a simple and efficient signing procedure. As
a consequence, there is a long history of works trying to adapt Lyubashevsky’s
protocol to the case of code-based cryptography. A first attempt was given by Per-
sichetti [20], concluding that a simple conversion using both the traditional Ham-
ming metric and the rank metric was unlikely to succeed. A subsequent work [21],
using quasi-cyclic codes and restricting to one-time usage, was susceptible to a
similar attack [24, 14]. Finally, the authors in [2] present a solution based on the
rank metric, including a slight modification of the Lyubashevsky protocol (with
an additional masking error component), which appears to be secure and offers
reasonable performance. However, there are still some doubts about information
leakage in the scheme, and the security reduction leads to a rather convoluted, ad-
hoc problem (named PSSI+). Moreover, schemes based on the rank metric have
shown vulnerabilities in recent times [5, 6], which have undermined the commu-
nity’s confidence in this setting. In the end, the problem of adapting the Lyuba-
shevsky protocol through a decoding problem in the Hamming metric (which has
been studied for decades and is now well-understood) is still open.

Contributions. In this paper we cryptanalyze the SHMWW scheme proposed in
[26], which is another attempt at adapting the Lyubashevsky framework to coding
theory. The peculiarity of the SHMWW scheme consists in the structure of the
private key, which is constructed according to an ad-hoc procedure that ensures
the low weight of the signatures (this feature is at the core of the security proof).
However, the authors of [26] have not considered that the distribution of set bits
in the produced signatures is highly biased, according to the secret structure. This
information leakage can be exploited to mount a full key-recovery attack, which
can determine the private key after collecting a certain number of valid signatures.
In light of our results, the SHMWW scheme can only be considered secure for one-
time usage (at best); more generally, this work represents another evidence of the
fact that the Lyubashevsky framework appears to be not well-suited for coding
theory.

Techniques. Our proposed cryptanalysis of the SHMWW scheme can be divided
into two steps. After having collected few signatures, one can perform a statistical
test to distinguish between columns of weight one and the other columns in the
private key. This knowledge is then used to drive the information set choice in
ISD algorithms: this way, the success probability for each ISD iteration becomes
extremely high, and very few iterations are needed to recover each row of the pri-
vate key. We first provide a theoretical analysis of a basic version of our attack,
and show that it runs in time which is polynomial in the scheme parameters (this
result, which comes with a closed formula for the running time of the attack, is
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summarized in Proposition 4). Yet, this theoretical analysis is strongly conserva-
tive: as we show in Section 5 with supporting experiments, the scheme can actually
be broken with as little as 10 signatures (even 6 signatures are enough for attack-
ing PARA-1 with a few days of running time). With as few as 32 signatures, the
cryptanalysis successfully returns the secret key within 2 minutes for PARA-1 and
1 hour for PARA-2.

Related work. The two independent works [4] and [3] described a similar strategy
for efficiently attacking the SHMWW signature scheme. Starting from those works,
we present a unified cryptanalysis approach and an extended set of results.

2 Background and Notation

We start by introducing the notation used in this paper, which is kept as close as
possible to that used in [26].
We denote with Fq the finite field of q elements. We use bold upper case (resp.
lower case) letters to denote matrices (resp. vectors). The identity matrix of size
n×n is denoted by In. Vectors are measured using the Hamming metric, and the
Hamming weight of a vector x is denoted by wt(x). The notation Vn,w,q indicates
the set of all vectors of length n and Hamming weight w, with components in Fq.
When the underlying field is clear from the context, this notation is simplified to
Vn,w. We use B(ρ) to denote the Bernoulli distribution with parameter ρ, and
will write x ∼ B(ρ) to denote that x is a random variable distributed according
to B(ρ).

3 The SHMWW Signature Scheme

In this section we briefly recall the scheme in [26] and describe its main features.
Public parameters are the integers n, k, n′, k′, ℓ, w1, w2, dGV , whose meaning will
be clarified next. The scheme operates over the binary field, hence, for the remain-
der of this work, we will restrict our attention to the case q = 2. The scheme also
uses a “weight restricted” hash function WRH : {0, 1}∗ → Vk′,w1

, i.e. a hash func-
tion that returns digests of length k′ and fixed weight w1, which is not a novelty
in code-based cryptography.

Essentially, the authors propose a matricial version of the basic scheme de-
scribed in [20, Table 7.17], where the private key, instead of consisting of a single
low-weight vector, is formed as a “low-weight” matrix, where by this we mean a
matrix with a large number of zero entries. This is obtained by juxtaposing the
systematic generator matrices E1, . . . ,Eℓ of ℓ distinct [n′, k′] codes; the presence of
the zeros is guaranteed by the identity matrix that appears as the leftmost block
of a generator in systematic form. The matrix is then scrambled via both row
and column permutations (the matrices P1 and P2, respectively) so that the final
secret E = P1 [E1| · · · |Eℓ]P2 is essentially a large code (of length n = n′ℓ) which
should be, in the authors’ intention, uncorrelated to the smaller codes forming it.
The public key consists of a parity-check matrix H of a random [n, k] code, and
the matrix S = HE

⊤.
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Algorithm 1 KeyGen

Input: Public parameters params = (n, k, n′, k′, ℓ, w1, w2, dGV ).

Output: (pk, sk) with pk = (H,S) ∈ F
(n−k)×n
2 × F

(n−k)×k′

2 and sk = E ∈ F
k′×n
2

1: Sample H
$
← F

(n−k)×n
2

2: For i = 1, . . . , ℓ, sample Ri
$
← F

k′×(n′−k′)
2 and set Ei ← (Ik′ |Ri)

3: Sample uniform random permutation matrices P1,P2 of respective sizes k′× k′ and n×n

4: Set E← P1 [E1| · · · |Eℓ]P2

5: return pk =
(

H,S = HE
⊤
)

, sk = E

Algorithm 2 Sign

Input: Public key pk, private key sk, and message m ∈ {0, 1}∗

Output: Signature σ = (z, c) ∈ F
n
2 × F

k′

2 of message m

1: Sample e
$
← Vn,w2

2: Compute s← He
⊤ and c←WRH (m ‖ s)

3: Set z← cE + e

4: return σ = (z, c)

Algorithm 3 Verify

Input: Public key pk, message m, and signature σ = (z, c)

Output: Accept if σ is a valid signature of m, Reject otherwise

1: if wt(z) ≤ ℓ (w1 + n′ − k′) + w2 then

2: Compute ŝ← Hz
⊤ − Sc

⊤

3: if WRH (m ‖ ŝ) = c then

4: return Accept

5: else

6: return Reject

7: else

8: return Reject

Fig. 1: Song et al. code based proposal [26].

To sign a message m, a mask e of small weight w2 is sampled uniformly at
random, then committed by its syndrome, together with the message, to get the
challenge c = WRH

(

m ‖ He
⊤
)

. The response z to this challenge is the product
of the private key and the challenge, hidden by the committed mask: z = cE +
e. The signature σ consists of the challenge and the response: σ = (z, c). Note
that no rejection sampling is performed during the signing process, unlike the
original version of Lyubashevsky. Verification then proceeds accordingly with the
dimensions of the objects in question, with the low “weight” of the secret matrix
E guaranteeing the low Hamming weight of the first component of the signature
(the response vector z). The second component (the challenge vector c) is formed
via the weight restricted hash function to ensure the final Hamming weight is
below the desired threshold (parameters are chosen such that this is slightly above
the GV bound). The algorithms comprising the SHMWW signature scheme are
presented in detail in Fig. 1.
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Instance n k n− k ℓ n′ k′ n′ − k′ w1 w2 d = dGV λ

Para-1 4096 539 3557 4 1024 890 134 31 531 1191 80
Para-2 8192 1065 7127 8 1024 880 144 53 807 2383 128

Table 1: Original SHMWW parameters [26] for λ bits of security.

instance keygen sign verif

PARA-I 415.98 3.81 4.48
PARA-II 2,197.27 17.00 19.45

Table 2: Running times (ms) for the SHMWW signature scheme primitives. The
timings were obtained by generating 103 key generations, for each of which we
generated 103 signatures and verified them. Notice that the message signed was
directly sampled as a vector of small weight w1, instead of resorting to a weight
restricted hash function as described in [26].

Parameter selection. In [26], the authors study the impact of applying Prange’s
Information Set Decoding (ISD) algorithm for both “direct and indirect” key-
recovery attacks. This essentially provides parameters n, k, dGV and w2; the other
parameters follow by the Gilbert-Varshamov bound and by choosing a value for ℓ:

ℓ
(

w1 + n′ − k′
)

+ w2 ≤ dGV . (1)

The proposed parameters are recalled in Table 1.

4 Description of the attack

The columns of the private key E in the SHMWW scheme can be divided into
two groups, those due to identities, and those due to random submatrices: we will
name the first ones as “identity columns”, and the latter ones as “random columns”.
Finally, we will denote with IR ⊂ {1, . . . , n} the set of integers pointing at random
columns. Let us represent the permutation defined by P2 as {i1, i2, · · · , in}, such
that the j-th column is placed in position ij ; then, we have

IR = {ik′+1, . . . , in′ , in′+k′+1, . . . , i2(n′), . . . , i(ℓ−1)n′+k′+1, . . . , iℓn′}.

Note that the row permutation has no impact on the classification of the columns.
For the sake of clarity, in Fig. 2 we provide an example of this division for a toy
private key where, for simplicity, we have chosen P1 = Ik′).

At a high level, our attack begins by recovering IR, i.e. the location of ran-
dom columns; then, exploiting this knowledge, we are able to recover each row
of the secret E using simple linear algebra. In the next sections we formalize this
procedure and provide a detailed analysis of its computational complexity.
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Identity columns Random columns

(a)









0 1 1 0
1 1 0 0
1 0 0 0
0 0 0 1

0 0 1 0
1 1 0 1
0 1 1 0
1 1 0 0

0 0 1 1
0 0 0 0
0 1 0 0
1 0 0 1

1 0 1 0
1 1 1 0
1 0 1 1
0 0 1 0









IR = {1, 2, 5, 6, 7, 12, 13, 15}

(b)

Fig. 2: Example of separation of identity and random columns, for a private key
with n′ = 8, k′ = 4 and ℓ = 2. Figure (a) shows the matrix [E1|E2], while Figure
(b) displays the private key after application of the permutations P1 and P2. In
this example, we have chosen P1 equal to the identity and P2 being the matrix
corresponding to the permutation {3, 8, 10, 4, 1, 15, 5, 13, 11, 14, 16, 9, 2, 7, 6, 12}
.

4.1 Leakage from the signatures

The existence of two types of columns in the private key leads to a strong bias in
the distribution of set bits in produced signatures, as we highlight in the following
proposition.

Proposition 1 Let E be the private key and z = (z1, . . . , zn) = cE + e be a
signature. Further, let IR be the set of random columns of E. Then we have:

– ρR = Pr[zi = 1] = 1
2 if i ∈ IR;

– ρI = Pr[zi = 1] = w1

k′ + w2

n
(1− 2w1

k′ ) otherwise.

Proof We know that z = cE + e, where c is a vector of length k′ and weight w1

and e is a vector of length n and weight w2. Since w1 ≪ k′

2 , c has a much lower
weight than a random vector of the same length.

We first study the weight of each coordinate of the vector z
′ = cE. Let z′i be

the i-th coordinate of z′; there are two possibilities:

– if i ∈ IR, i.e. if the i-th column of E is a random one, then z′i = 1 with
probability 1

2 ;
– if i 6∈ IR, i.e. if the i-th column of E is an identity one, then z′i = 1 with

probability w1

k′ .
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Para-1 Para-2
ρR 0.5 0.5

ρI 0.155 0.147

Table 3: Values of Pr[zi = 1] for the SHMWW parameter sets

Now we want to compute the probability Pr[zi = 1] that the i-th coordinate of z
is of weight 1. Since z

′ and e are independent we have

Pr[zi = 1] = Pr[z′i = 1] + Pr[ei = 1]− 2 · Pr[zi = 1 ∧ ei = 1]

= Pr[z′i = 1] + Pr[ei = 1]
(

1− 2 · Pr[z′i = 1]
)

Which gives the result by replacing Pr[z′i = 1] by either 1
2 or w1

k′ depending on
whether i belongs to IR or not, and Pr[ei = 1] by w2

n
.

⊓⊔
Table 3 shows the values of Pr[zi = 1] for the two SHMWW parameter sets that

have been proposed in [26]. As a consequence of Proposition 1, we can distinguish
between random and identity columns: when acquiring multiple signatures, the
coordinates zi for which, on average, their weight is lower than 1

2 are more likely
to be the coordinates corresponding to columns of weight 1. To provide an evidence
of this fact, we have run numerical simulation on a random Para-1 instance; we
have generated 1,000 signatures and, for each i ∈ {1, . . . , n}, we have computed
the relative frequency with which the i-th entry is set. The obtained results are
displayed in Fig. 3.

In practice, one can guess IR with a simple threshold criterion, which is applied
after the observation of a bunch of honest signatures produced with the same key
pair. Let N be the number of collected signatures, and denote with (zi)j the i-th
bit of the j-th collected one. For each i ∈ {1, . . . , n}, the adversary can compute
µi =

∑N
j=1(zi)j and then apply the following rule

µi ≥ δN =⇒ guess i ∈ IR,

µi < δN =⇒ guess i 6∈ IR,

where δ ∈
(

0; 1
2

)

.
A correct guess on IR will be made if the values of µi are all ≥ δN for i ∈ IR,

and are all lower than δN for the remaining indexes. We now derive the confidence
level of this guessing phase, that is, the probability of making a correct guess for
all indexes, as a function of the number of collected signatures N . To do this,
we model each µi as the sum of N independent random variables, following a
Bernoulli distribution whose parameter depends on whether i ∈ IR or not. We
recall Proposition 1 and, for a generic i ∈ IR, we estimate the probability of
making a wrong guess as

ǫR = Pr

[

N
∑

u=1

xu < δN | xu ∼ B (ρR = 1/2)

]

= 2−N ·

⌊δN⌋
∑

u=0

(

N

u

)

. (2)
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Fig. 3: Relative frequency of zi = 1 occurrences, for a random SHMWW Para-1
instance; for the experiment, we have considered a randomly generated private key
and 1,000 signatures.

In an analogous way, in the case of i 6∈ IR, we have that each µi is the sum of N
Bernoulli variables with parameter ρI = w1

k′ +
w2

n

(

1− 2w1

k′

)

; thus, we estimate the
probability of wrongly guessing as

ǫI = Pr

[

N
∑

u=1

xu ≥ δN | xu ∼ B (ρI)

]

=

N
∑

u=⌈δN⌉

(

N

u

)

ρuI (1− ρu)
N−u. (3)

Assuming that all values µi are independent, we have that the confidence level of
the statistical test in the guessing phase, i.e. the probability of correctly guessing
all indexes, is

α = (1− ǫR)
|IR|(1− ǫI)

n−|IR| = (1− ǫR)
ℓ(n′−k′)(1− ǫI)

ℓk′

. (4)

It is intuitively seen that, for an appropriate choice of δ, the confidence level α
rapidly grows with N ; to further provide an understanding of this fact, we consider
the following proposition.

Proposition 2 Let us assume that the values µi =
∑N

j=1(zi)j are independent

and uncorrelated random variables. Let α∗ ∈ (0; 1), δ ∈
(

0; 1
2

)

and

N∗ = max

{

4

(1− 2δ)2
ln

(

2ℓ(n′ − k′)

1− α∗

)

,
(δ + ρI)

(δ − ρI)2
ln

(

2ℓk′

1− α∗

)}

.
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Then, the confidence level of the test, i.e. the probability of correctly guessing
whether i ∈ IR or not for all i ∈ {1, · · · , n}, using δ as threshold and N ≥ N∗ as
the number of collected signatures, is not lower than α∗.

The proof of the proposition, which makes use of the well known Chernoff bound,
is provided in Appendix A.

4.2 ISD complexity with the knowledge of positions of random columns

Once IR is known, we can recover E line by line by applying any Information
Set Decoding (ISD) algorithm, such as Prange’s algorithm [22]. We briefly recall
the definition of an information set and Prange’s algorithm. An information set of
an [n, k] code is a subset I of {1, . . . , n} such that the columns of a parity-check
matrix H indexed outside I form a non-singular matrix. Given as an input a
parity-check matrix H and a syndrome s, Prange’s algorithm finds an error vector
e of given weight w such that He

⊤ = s
⊤. The algorithm is based on the fact that

if the support of the error vector e lies outside an information set, then the error
vector can be recovered in polynomial time by solving a linear system of n − k
equations in n− k variables.

In order to recover the j-th line of E, we apply Prange’s algorithm on the
parity-check matrix H with the j-th column of S as the syndrome. In addition,
we choose an information set I such that IR ⊂ I. This way we maximize the
probability that every non-zero coordinates of the line we are trying to recover lies
outside the information set.

Proposition 3 The probability p that the ℓ non-zero coordinates of E (the ones
from the non-random columns) are included in I is:

p =

(

n−k−(n′−k′)·ℓ
ℓ

)

(

n−(n′−k′)·ℓ
ℓ

)
. (5)

Proof By choosing an information set I such that IR ⊂ I, we have to choose
|I|− |IR| = n− k− (n′ − k′) · ℓ columns at random and hope that the ℓ remaining
non-null coordinates (from the identity matrices) are included in this set.

From this we deduce that the probability of success is the probability that the
ℓ non-null coordinates that are distributed in n− (n′−k′) · ℓ positions are included
in an information set of size n− k − (n′ − k′) · ℓ, hence the result.

⊓⊔
We are now going to estimate the complexity of recovering the private key E

given the knowledge of the set IR.

Proposition 4 Given the knowledge of IR, recovering the private key E costs
k′(n−k)3

0.2887·p operations on average.

Proof The complexity of solving a linear system to recover a line of E is (n− k)3.
Since the SHMWW scheme only uses binary matrices, the probability that the
matrix defining said linear system is invertible can be estimated as

∏n−k
i=1 1−2−i ≈

0.2887, and the probability p that the system gives the correct solution is given
by Proposition 3.
This has to be repeated for each of the k′ lines of E, which gives the complexity
in the thesis. ⊓⊔
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Input: H,S, a threshold value δ, a set of signatures (σ1, . . . , σN ) =
((z1, c1), . . . , (zN , cN ))
Output: the secret matrix E

1. IR = ∅
2. For each i from 1 to n:

– compute µi =
N
∑

j=1
(zj)i

– if µi > N · δ then IR = IR ∪ {i}
3. For each i from 1 to k′:

– recover the i-th line of E by using an ISD algorithm and the knowledge
of IR

4. Return E

Fig. 4: Private key recovery of the SHMWW scheme

4.3 Results

Taking into account the results we have discussed in the previous section, we
are now ready to present a complete attack on the scheme. First, for the sake of
completeness, in Fig. 4 we report the full procedure we use to attack the SHMWW
scheme. The work factor of an adversary attacking the scheme with this algorithm
is estimated in the next proposition.

Proposition 5 For each fixed α ∈ (0; 1) and δ ∈ (ρI ; 1/2), the algorithm described
in Fig. 4 with a number of signatures equal to N∗ (as defined in Proposition 2)
returns the correct private key with probability at least α, and has an average
running time not greater than

n(N∗ + 1) +
k′(n− k)3

0.2887 · p
,

where p is computed as in Proposition 3.

Proof In the first step (i.e. instructions 1-2), the set IR is guessed. To do this,
for each j ∈ {1, . . . , n}, one first computes µi (which costs N∗ operations), and
then applies a threshold criterion, whose cost can be assumed to be equal to
one elementary operation. This justifies the first part of the complexity, while
the second part simply corresponds to that of recovering the rows of E through
Prange’s ISD (see Proposition 4). For the success probability of the algorithm,
we recall the analysis of Section 4.1: to obtain a confidence level of α, less than
N∗ signatures are needed. Then, using N∗ as the number of collected signatures
allows us to derive a conservative estimate on the algorithm complexity.

⊓⊔

We are now able to assess the complexity of our attack on the proposed in-
stances of the SHMWW scheme, targeting a confidence level of α = 0.9:

- for the Para-1 instance, designed for 80 bits of security, we choose δ = 0.3005,
yielding to N∗ = 250; with these choices, our attack requires no more than 248

operations;
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- for the Para-2 instance, designed for 128 bits of security, we choose δ = 0.3015,
yielding to N∗ = 264; with these choices, our attack requires no more than 252

operations.

4.4 Practical results and further considerations

The results in the previous section, as captured by Proposition 3, already show
that the SHMWW scheme can be broken in polynomial time, using a really lim-
ited number of signatures. As we have already remarked, the analysis is rather
conservative and, in a practical scenario, it is very likely that the attack can be
performed with less significant effort; in this section, we motivate this claim with
the aim of numerical results.

First, the number of signatures the adversary needs to collect, to reach a de-
sired confidence level, is significantly lower than that estimated as in Proposition 2.
Indeed, the expression of N∗ is derived with the use of some conservative bounds,
so this result is not surprising. To support this claim, we have simulated the guess-
ing phase, for the two originally proposed SHMWW parameters sets [26]. We have
considered several values for the number N of collected signatures and, for each
value, we have simulated the guessing phase on 1,000 randomly generated key-
pairs. For each value of N , the value of δ has been chosen as the one maximizing
the theoretical estimate of the confidence level expressed by (4). The compari-
son between the theoretical estimates, and the actual confidence levels obtained
through numerical simulations, is shown in Table 4. As we see, there is a very close
correspondence between the theoretical values and the numerical ones: this fact
constitutes a confirmation for the validity of our theoretical analysis. Furthermore,
it is easily seen that the number of signatures to reach a desired confidence levels
are actually quite lower than those estimated through Proposition 2. Indeed, to
reach α = 0.9, we estimated N∗ = 250 for Para-1 instances, and N∗ = 264 for the
Para-2 instances. As we see from the Table 4, such a confidence level can always
be obtained after the collection of a much lower number of signatures.

We finally comment about the fact that, even when some additional indices are
guessed inside IR, there is still some non null probability that an ISD algorithm
can correctly return the rows of the private key. In other words, if we choose
threshold lower than the optimal one mentioned in Table 4, the statistical test
fails (for some positions outside IR). In this way, we guess some additional indices
in IR, but there is still some non null, and rather high, probability that an ISD
algorithm can return the rows of the private key. Thus, the scheme can still be
attacked with a significantly lower number of collected signatures as described in
the next section.

5 Experimental results for the cryptanalysis of both parameter sets

To provide an evidence that the number of signatures required to successfully break
the scheme is significantly lower than the theoretical value obtained in the pre-
vious section, we have run our cryptanalysis with different numbers of signatures
available to the adversary for both parameter sets. For PARA-1, all cryptanalyses
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Para-1 Para-2
N δ Th. α Emp. α δ Th. α Emp. α

10 0.300439 6.01 · 10−200 0 0.300872 1.22 · 10−383 0
30 0.333439 2.24 · 10−31 0 0.300872 1.20 · 10−51 0
50 0.320439 3.99 · 10−6 0 0.300872 2.39 · 10−9 0
70 0.314439 9.18 · 10−2 0.187 0.300872 2.73 · 10−2 0.076
90 0.311439 0.616 0.648 0.300872 0.508 0.565
110 0.309439 0.903 0.923 0.300872 0.878 0.9
130 0.308439 0.978 0.984 0.307872 0.976 0.98
150 0.313439 0.996 1 0.306872 0.995 0.998
170 0.312439 0.999 1 0.306872 0.999 1
190 0.311439 0.999 1 0.305872 0.999 1

Table 4: Confidence level of the guessing phase on the original SHMWW parame-
ters [26], for several values of the number N of collected signatures. For each value
of N , the value of δ has been chosen as the one maximizing the confidence level
α expressed by (4). To numerically estimate the success rate, for each value of N ,
we have run the guessing phase on 1,000 randomly generated key-pairs.

ran with 6 signatures or more were successful. This number had to be slightly
increased for PARA-2 in order for the crytanalysis to complete within a week. As
the number of available signatures increases, the execution timings quickly become
very reasonable (minutes for PARA-1, hours for PARA-2). All the experiment re-
sults are reported on Fig. 5 for PARA-1 (targeting 80 bits of security) and Fig. 6
for PARA-2 (128 bits of security).

For these experiments, we use a threshold value obtained as a balanced com-
bination of ρR and ρI in Prop. 1, where the weights correspond to the number of
occurrences of each column type in E:

δ =

⌊

ℓk′

n
·
[w1

k′
+

w2

n

(

1− 2
w1

k′

)]

+
ℓ
(

n′ − k′
)

n

1

2

⌋

. (6)

We provide the resulting threshold for some numbers of collected signatures in
Tab. 5.

Number N of available signatures
10 16 24 32 64 128 160 192 224 256

PARA-1 2 3 6 9 12 25 32 38 44 51
PARA-2 1 3 6 9 12 25 31 37 44 50

Table 5: Experimental threshold values N · δ to determine whether a column is
random or not, according to Eq. (6).

Experiments were run over an Intel® Xeon® Gold 6230 CPU 2.10GHz with
Ubuntu 18.04, GCC 7.5.0 with compilation flags -O3, NTL 11.4.3, and gf2x 1.3.0.
The reported execution timings have been averaged over 1000 executions. Both our
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Fig. 5: Execution timings (sec) for breaking PARA-1 as a function of the number
N of signatures available to the adversary. Timings were averaged over a thousand
executions.

implementation of the SHMWW scheme (without WRF) and the cryptanalysis are
available at: https://github.com/deneuville/cryptanalysisSHMWW_C

6 Conclusion

We have presented an efficient cryptanalysis of the signature scheme recently pro-
posed by Song et al. in [26], adapting Lyubashevsky’s framework to coding theory.
Our attack affects both parameter sets, and given its asymptotic complexity, dis-
courages further parameter tweaks to patch this signature scheme. Our results are
supported by a theoretical analysis and proof-of-concept implementations of the
SHMWW signature scheme and its cryptanalysis. For both parameter sets, our at-
tack requires as little as 10 signatures to fully recover the private key. Our results
prove that the SHMWW signature scheme does not reach its claimed security, and
should not be considered secure for more than one-time use.

https://github.com/deneuville/cryptanalysisSHMWW_C
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Fig. 6: Execution timings (min) for breaking PARA-2 as a function of the number
N of signatures available to the adversary. Timings were averaged over a hundred
executions.
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A Computing the number of signatures for a desired confidence level

We here prove Proposition 2. To bound the probabilities ǫR and ǫI which appear in (4) we
will use the Chernoff bound, which we recall in the following.

Theorem 1 Chernoff bound

Let X =
∑M

u=1 xu, where the xu are all independent and xu ∼ B(ρ); then

i) Pr [X ≤ (1− γ)ρM ] ≤ e−
γ2

2
ρM , for all 0 < γ < 1;

ii) Pr [X ≥ (1 + γ)ρM ] ≤ e
− γ2

2+γ
ρM

, for all γ > 0.

Applying condition i) of the Chernoff bound on (2), we have ρ = 1
2

and γ = 1− 2δ, such that

ǫR ≤ e−
(1−2δ)2

4
N = ǫ∗R. (7)

In analogous way, applying condition ii) of the Chernoff bound on (3), we have ρ = ρI and

γ = δ
ρI
− 1, such that

ǫI ≤ e
−

(δ−ρI )2

δ+ρI
N

= ǫ∗I . (8)

Using these bounds for ǫR and ǫI , we derive the following inequality on the success probability

α ≥ (1− ǫ∗R)ℓ(n
′−k′)(1− ǫ∗I)

ℓk′

.

https://csrc.nist.gov/Projects/Post-Quantum-Cryptography
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We first note that, regardless of the particular choice for δ, the probabilities ǫ∗R and ǫ∗I decay
exponentially with N ; thus, we can always choose N sufficiently high to make them extremely
low. Using a well known approximation, we have

(1 − ǫ∗R)ℓ(n
′−k′) ≈ 1− ℓ(n′ − k′)ǫ∗R,

(1− ǫ∗I )
ℓk′

≈ 1− ℓk′ǫ∗I .

Now, let

N ≥ N∗ = max

{

4

(1 − 2δ)2
ln

(

2ℓ(n′ − k′)

1− α∗

)

,
(δ + ρI)

(δ − ρI )2
ln

(

2ℓk′

1− α∗

)}

.

Then, N ≥ 4
(1−2δ)2

ln
(

2ℓ(n′−k′)
1−α∗

)

and (7) implies that

ǫ∗R ≤
1− α∗

2ℓ(n′ − k′)
,

and, N ≥
(δ+ρI)

(δ−ρI)
2 ln

(

2ℓk′

1−α∗

)

and (8) implies that

ǫ∗I ≤
1− α∗

2ℓk′
.

Therefore, we obtain the following bound on the probability of success

α ≥ (1 − ǫ∗R)ℓ(n
′−k′)(1− ǫ∗I)

ℓk′

≈ 1− ℓ(n′ − k′)ǫ∗R − ℓk′ǫ∗I + ℓ2k′(n′ − k′)ǫ∗Rǫ∗I

≥ 1− ℓ(n′ − k′)ǫ∗R − ℓk′ǫ∗I

≥ α∗.
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