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Abstract—This paper aims at presenting a novel approach
to airline sentiment analysis processing using Twitter data. By
transforming trained sentiment classifiers into regressors, the
daily sentiment distribution obtained can be represented as a
trimodal Gaussian Mixture leading to a simple but efficient
classification algorithm. These classes can be considered as
daily sentiment scores. This classification applied to passenger
generated tweets and airline generated tweets for five major
US airlines highlights major difference in experience between
passengers and airlines. This methodology also confirms the
existing gap between flight performance and passenger ex-
perience and the necessity of considering and implementing
passenger-centric metrics.
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I. INTRODUCTION

The Air Transportation System is a complex interconnected
system that carried more than 631 million passengers on
domestic flights in the United States in 2010 according to
the Bureau of Transportation Statistics (BTS) [1]. Passengers
are at the core of this system, yet its performance is still
essentially measured using flight-centric metrics.

Over the past few years, a shift from flight-centric metrics
to passenger-centric metrics to evaluate the performance of
the Air Transportation System both in the United States by
the Federal Aviation Administration (FAA) with NextGen
[2] and in Europe by the European Commission within its
2011 White Paper [3]. In the US, the Joint Planning and
Development Office has proposed and tested metrics regard-
ing NextGen’s goals, but there are still metrics missing from
the passenger’s veiwpoint, especially regarding door-to-door
travel times [4]. Cook et al. [5] designed propagation-centric
and passenger-centric performance metrics, and compare

them with existing flight-centric metrics. Precursor work was
made by Marzuoli et al. in [6] and [7] using mobile phone
data in order to analyze the performances of airports from
the passengers’ perspective. These studies validated the use
of passenger-centric data to better assess the overall health
of the Air Transportation System. However mobile phone
data is proprietary data and is not often publicly available.

With more than 68 millions active users in the United
States [8], Twitter is an important pool of public user-created
data, where passengers can directly express their feelings
with respect to a specific airline. Passenger sentiment anal-
ysis on Twitter is a promising approach to the creation of a
passenger-centric metric, and many studies have focused on
improving sentiment analysis since Pang et al. [9] thanks
to the increase of available online reviews. Most works
on sentiment analysis however focus on analyzing and
improving the performance of classifiers such as Pak and
Paroubek in [10] or Da Silva et al. in [11] and lack an
application of the classifiers output. A thorough survey and
classification of sentiment analysis methods was undertaken
by Pang and Lee in [12].

Very few works actually propose an application of the
classifiers output. Wang et al. [13] presented a framework
to visualize real-time sentiment during political events in
the United States using a crowd-sourced labeling method.
Samonte et al. [14] proposed a sentiment analysis pipeline
with some simple post analysis of the classification results
and applied it to local airlines in the Philippines.

The contribution of this paper is to propose a method
to extract the daily sentiment distributions of passengers in
such a form that it can then be analyzed to evaluate the
airlines performance with respect to passengers, paving the



way to a sentiment-based passenger-centric metric for the
Air Transportation System.

The rest of the paper is structured as follows: Section II
describes the methodology used to extract and process the
daily sentiment distributions from the Twitter data. The anal-
ysis of the classification results is presented in Section III.
Section IV concludes this study and discusses possible future
steps.

II. METHODOLOGY

A. Data extraction

The Twitter dataset available for this study consists of all the
tweets found using a basic search for each handle of 5 ma-
jor US airlines, namely @united, @Delta, @AmericanAir,
@SouthwestAir, @SpiritAirlines. Each entry consists of a
timestamp, a user id, the content of the tweet and the handle
used to retrieve the tweet. This dataset spans the entire
period from January 1st 2018 to September 30th 2019.

It was then filtered to keep only tweets written in English
using a two step process. The language of each tweet is
initially taken as the own indicated by Twitter’s API. The
tweets labelled as "unknown" are then processed through the
following language recognition algorithm and their language
label are updated accordingly. Using the Natural Language
Toolkit NLTK [15] and based on the work of Truica et
al. [16], the number of common stop-words contained in
a tweet is extracted for each available language in NLTK
and the language with the highest count is selected. Due to
the limited length of each tweet, a bias towards English has
been introduced as well in the count ordering, i.e. if English
and another language have the same count of common stop-
words, English will have precedence.

B. Sentiment analysis

A first step in sentiment analysis is to clean the documents
analyzed, here the tweets. This cleaning process was already
performed in [7] and [17] and consists of the following steps:
Any reference to websites or pictures was replaced by a
corresponding keyword. Every mention to another Twitter
user within a tweet (@someone) as well as most emojis
were similarly replaced. Since this database contains many
replies from airlines to their customers, individual signatures
of each agent were also replaced by a keyword. Dates and
times were also generically replaced by keywords (e.g. "3rd
Jan 2017" becomes "DATE" and "4pm" becomes "TIME").
The resulting text was then filtered from common stop-words
and from the generic keywords used during the cleaning
process.

Two different datasets were used to train three different
classifiers each. The first dataset used was the labelled
dataset used in a Kaggle competition [18]. The associated
dictionary was created after removing words appearing in
less than 20 tweets or in more than 75% of the full dataset.
A second dataset and final cleaning process was generated
based on the work of Read [19], also known as a distant
supervised set used in many sentiment analysis models,
with Go et al. [20] creating an impressive training set of
1,600,000 tweets. These tweets are from 2009 and are not
specific to airline communication therefore this dataset was
not considered here. Emoji filters were used to extract tweets
from the initial dataset and automatically label them with
a positive or negative sentiment according to Table I. The
text cleaning process is also improved by merging negation
words ("no", "not" and "never") with the word that follows
it. The tokens used for the creation of the dictionary are
the resulting bigrams, i.e. combinations of two words that
follow each other in a tweet, with the same frequency filter
as for the Kaggle dataset.

Table I: Emoji sentiment association

Category Emojis
Positive ":)", "=)", ":-)", ";)", ";-)", ":-D", ":D", "=D"
Negative ":(", ":-(", "=(", ":-@", ":’(", ":-|"

For both methods, the scikit-learn library [21] was used
to train the three classifiers considered, i.e. a random forest
classifier, a naive Bayesian classifier and a logistic regressor.
Once trained, the sentiment score used is the probability
score of a tweet to be classified as positive, transforming
in a way the classifiers into regressors. The final sentiment
score is then the average of all six regressors and goes from 0
to 1, 0 indicating a negative tweet and 1 indicating a positive
tweet.

C. Classifying using a Gaussian Mixture representation

Once the sentiment score is calculated for each English
tweet, it is possible to extract the underlying distribution
per day and per airline, assuming a Gaussian Mixture model.
Sentiment analysis usually classifies texts as positive, nega-
tive or neutral, therefore a trimodal Gaussian Mixture model
was assumed for each day of tweets and for each considered
airline. Using a Bayesian Gaussian Mixture model [22]
enabled to consider uni- and bimodal cases if relevant. A
day of tweets can therefore be represented in a 9 dimension
vector (µi, σi, ωi)i=1..3 such that its sentiment distribution



can be approximated as following the following probability
function:

P =

3∑
i=1

ωi · N (µi, σi) (1)

where N (µ, σ) is normal gaussian probability function of
mean µ and standard deviation σ.

A straight-forward classification method can then be de-
rived based on these gaussian mixtures using the following
algorithm. First the distributions are cleaned from their
modes with a weight ωi smaller than 10% in order to
make sure to capture all the uni- and bimodal distributions.
Then the unimodal distributions are split into two classes
whether their mean is greater or lower than 0.5. The bimodal
distributions are split into three classes depending on the
location of their means: both lower than 0.5, both higher
than 0.5 or one on each side of 0.5. Trimodal distributions
are simply split into two classes depending on the location
of its most weighted peak with respect to 0.5. The classes
are summarized in Table II.

Table II: Class description

Class Distribution type Categorization
0 Trimodal µ0 ≤ 0.5
1 Trimodal µ0 > 0.5
2 Bimodal µi ≤ 0.5 and µj ≥ 0.5
3 Bimodal µi > 0.5 and µj > 0.5
4 Bimodal µi < 0.5 and µj < 0.5
5 Unimodal µ ≤ 0.5
6 Unimodal µ > 0.5

By construction, classes 3 and 6 can be clearly described
as representing days with an overall positive mood, while
classes 4 and 5 clearly represent days when a negative mood
dominated. Class 2 can be seen as days where sentiments
were polarized between positive and negative. Classes 0
and 1 would represent the normal situation where there are
positive,negative and neutral tweets in various proportions
without necessarily any one or two sentiments taking over.

D. Visualizing the sentiment space

Each vector (µi, σi, ωi)i=1..3 represents a point in the
space of trimodal Gaussian Mixture probability functions,
space in which the Euclidian distance is not relevant. A
useful distance in this space is the Wasserstein distance
[], which can be understood as a transportation problem:
The distance between two points P1 (µ1i, σ1i, αi)i=1..3 and
P2 (µ2j , σ2j , βj)j=1..3 in this space is equivalent to the
minimal cost of moving the ’pile of earth’ P1 (represented by

its probability density function) into the pile P2. It amounts
to solving the following Linear Programming problem:

min
∑

i,j xij · dij
s.t. ∀j,

∑
i xij = βj

∀i,
∑

j xij = αi

∀(i, j), xij ≥ 0

(2)

where dij represents the Fisher information distance
between the two normal distributions N (µ1i, σ1i) and
N (µ2j , σ2j). The Fisher information distance dF between
two normal distributions ν1 ∼ N (µ1, σ1) and ν2 ∼
N (µ2, σ2) is calculated as follows:

F=
√
((µ1−µ2)2+2(σ1−σ2)2)((µ1−µ2)2+2(σ1+σ2)2)

(3)

dF (ν1, ν2) =
√
2 ln

(
F + (µ1−µ2)

2 + 2(σ2
1+σ

2
2)

4σ1σ2

)
(4)

Once this Wasserstein distance is defined, it can be used
along with the t-Distributed Stochastic Neighbor Embedding
(t-SNE) technique [23] in order to obtain a 2D representa-
tion of the space of trimodal Gaussian Mixture probability
functions that preserves its implicit structure.

III. RESULTS

The methodology presented in Section II-C was applied
to two different sets of tweets extracted from the initial
database. These sets were created based on the writer of
the tweets, separating tweets coming from passengers versus
tweets coming from the airline account.

A. Classification results

Counting the number of days related to each airline for
every class yields some interesting insights regarding the
composition of each class and the difference between pas-
senger tweets and airline tweets. These airline distributions
are plotted in Figure 1 & 2.

A first takeaway from the passenger perspective in Fig-
ure 1 is that none of the positive classes (i.e. classes 3
and 6) are represented during the considered period. One
class gathers a total of 76.0% of airline-days: class 0. This
indicates that passenger sentiment is usually split between
the three modes, although with a bias towards a negative
mood. The second largest class is class 4, the class with
two negative modes, with 19.7%. The split between these
two classes is similar for four of the five considered airlines
with around 500 days in class 0 and 100 days or less in class
4, whereas American Airlines has an rather even split of 300
days for each class. This indicates that American Airlines
passengers have the highest ratio of displeasing days, close



Figure 1: Airline distribution per class for passenger tweets

Figure 2: Airline distribution per cluster for company
tweets

to 1/2. Spirit Airlines is the only airline with days in class 5,
representing days where passengers are overall in a similar
negative mood.

From an airline perspective, Figure 2 tells a different story:
In clear contrast with the passenger class distribution, in the
case of airline tweets, the negative classes (i.e. classes 4 and
5) are not or barely represented, with only five days in class
5 for Spirit Airlines. This indicates the opposition between
how situations are experienced and expressed by passengers
and how they are mitigated by the airline communications.

Regarding the main classes for airlines, class 1 concen-
trates 57.0% of airline-days, followed by class 2 with 23.1%
and class 0 with 16.4%. Classes 1 and 2 have however
opposite compositions: Spirit Airlines holds for around 75%
of class 2 while being almost absent from class 1. This
indicates that Spirit’s communication contains more tweets
conveying a negative mood than the other airlines. As for the

passenger perspective, Spirit Airlines is also the only airline
with days in class 5, which would indicate days when the
airline twitter feed were essentially conveying a negative
mood. Spirit Airlines is however the only airline with days
in class 6, indicating that it is able to convey a positive mood
on certain days.

The total number of airline-days per class is re-
sumed in Table III. This representation highlights the quasi-
orthogonality of the two perspectives: Classes with high
representation for airlines are comparatively empty from a
passenger perspective and vice versa.

Table III: Total number of airline-days per class

Class 0 1 2 3 4 5 6
Airline 521 1816 736 75 0 5 32
Passengers 2422 61 58 0 630 14 0

It is also possible to compare the daily class of these
two perspectives day by day, in order to better visualize
the opposition between passenger expressed experience and
airline customer communication. Table IV shows the corre-
spondances between airline classes and passenger classes.
It is worth noting that for five days where the airlines are
in class 6 (i.e. a unimodal positive mood), the passenger
daily sentiment is in class 5 (i.e. a unimodal negative mood),
another example of the opposite perception between airlines
and passengers. Similarly, days when airlines are in class 3
(i.e. a bimodal positive mood) are perceived and expressed
by passengers as belonging to mood classes with a negative
biais (classes 4 and 0). On the opposite, days when airlines
express a more negative mood in class 0 are also perceived
as mainly negative by passengers with 80.8% in class 0 and
17.3% in class 4.

Table IV: Class correspondances between passenger and
airline perspectives

Airlines
Passengers 0 1 2 3 4 5 6

0 421 4 6 0 90 0 0
1 1384 46 24 0 361 1 0
2 536 8 26 0 159 7 0
3 56 3 1 0 15 0 0
5 3 0 0 0 1 1 0
6 22 0 1 0 4 5 0

B. Class visualization

The 2D representation of the daily sentiment distributions
using the distance introduced in Section II-D along with
a color code for their associated classes are shown in
Figure 3 for passengers and in Figure 4 for airlines. In these



figures each point represents a day of tweets for one of the
considered airlines.

Figure 3: A 2D clustered representation of daily sentiment
distribution of passenger tweets in a reduced dimension

In Figure 3, as expected from the previous results, the
dominant class 0 spans the full space and encircles the
other classes. Though the classes were not constructed by
clustering, all classes are clearly separated from the others,
with the exception of class 1 and a few outlying points of
the other classes. The fact that class 1 is scattered within the
class 0 cluster advocates toward a sensitive frontier between
these two classes from a passenger perspective. Class 5 is
concentrated in a small area in this representation space,
whereas class 4 is more spread out. This indicates that the
days with a distribution mood unimodal and negative (class
5), this distribution did not vary much from one day to
another. In other words, it is sufficient to look at the mean
of one of these days to have a good estimation of the other
class 5 day means. Class 4 being more spread out, the most
representative day of the class has to be found by another
mean.

From an airline perspective, shown in Figure 4, the frontier
between classes 0 and 1 is clearly defined. Further investi-
gations should look into this frontier to know which tweet
formulations should be avoided by airlines in order to stay in
the better of the two classes, class 1. Class 2 is also clearly
separated from classes 0 and 1, but is overlapped by the
most positive classes, classes 3 and 6. Recalling that class 2
was dominated by Spirit Airlines, this overlapping suggests
that the airline is aiming for a positive messaging but fall
shorts of achieving it.

In order to find the day best representing each class,
the Wasserstein distance can be used again to compute the
central distribution of each class, i.e. the distribution that has

Figure 4: A 2D clustered representation of daily sentiment
distribution of airline tweets in a reduced dimension

the smallest average distance to all the other points. These
distributions are plotted in Figure 5 for the passenger dataset
and in Figure 6 for the airline dataset. The distribution
equation, with each parameter rounded at 10−3, is indicated
on top of each subfigure for information.

Comparing the central distribution of a same class but
from the two available perspectives draws the conclusion
that though the class definition does not change, its repre-
sentation varies drastically from one perspective to another.
For example, the centroid of class 0 for passenger tweets has
two modes on the negative side, whereas the the centroid for
the airline tweets has two modes on the positive side, though
the mode with the highest weight is the negative one by
construction. Regarding the unimodal and negative class 5,
it’s mean is closer to the positive side for airlines than it is
for passengers. Similarly, for class 1 the main mode mean is
closer to the negative side for the passenger class centroid
than for the airline one. The same can be said for class 2
and it’s main positive mode.

C. Passenger experience versus flight performance

Currently the air transportation system is essentially eval-
uated using flight-centric metrics such as flight delay, and
lacks passenger-centric metrics. The class defined in this
paper can help put in perspective the difference between
these two approaches. Flight departure information over
the considered period were extracted from the Bureau of
Transportation Statistics (BTS) website. After analyzing and
testing different distributions, the Student’s T continuous
distribution was kept as best fitting the daily delay distri-
butions. Here a delay can be negative, meaning that the
flight left earlier than the scheduled departure time. It is



(a) Class 0 (b) Class 1 (c) Class 2

(d) Class 4 (e) Class 5

Figure 5: Gaussian mixture representation of the class centroids for passenger tweets

then possible to plot in a 2D plane the different days in
the delay space using the location and scale parameters
associated. The location parameter represents how much the
distribution is shifted from 0 and the scale parameter gives
an information on the width of the distribution. Figure 7
shows the airline daily delay distributions in this 2D plane
along with a color code associating each day to its passenger
sentiment class.

Looking at Figure 7, there are nine days with a location
greater than ten minutes separated in two classes, with
three days in the clearly negative class 4 and six days in
the main class 0. This indicates that airlines managed to
mitigate the effet of delays on passenger mood for six of
these nine days. On the opposite spectrum, Figure 8 zooms
into days with a delay location of less than ten minutes.
What appears clearly here is that days with good flight
performance, e.g. days with a negative average delay and
a low scale are not necessarily experienced as positive for
passengers. More precisely, all the class 5 days are located
in this good flight performance zone, indicating that leaving
early is not necessarily well perceived by passengers. Most
of the class 4 days (89.5%) are days with a negative location
and a scale lower than 5 minutes, highlighting the opposition
between flight performance and passenger experience.

A similar representation is shown in Figure 8 using the
airline sentiment class color code. The near totality (97.1%)
of the two positive classes 3 and 6 concern days with a
negative location and a scale lower than 5 minutes. This
concentration suggests that important delays does have an
impact on airline communication, in the sense that they
cannot afford to express a mood too positive with respect to
their customers.

IV. CONCLUSION

This paper aimed at presenting and leveraging a novel
method for processing results from airline sentiment analysis
applied to Twitter. Once sentiment classifiers are trained
on well defined datasets, transforming them into regressors
allows to obtain a Gaussian Mixture representation of the
daily sentiment distribution. This representation can then be
easily categorized in seven classes clearly defined and with
an understandable signification. Separating and comparing
the analysis of passenger generated tweets with airline
generated tweets highlights the opposition in perception and
experience of air travel between passengers and airlines.
This opposition is even more visible when comparing these
sentiment classes to the usual flight-centric metrics, since it



(a) Class 0 (b) Class 1 (c) Class 2

(d) Class 3 (e) Class 5 (f) Class 6

Figure 6: Gaussian mixture representation of the class centroids for company tweets

Figure 7: A 2D representation of the daily distributions of
the amount of delay with the associated passenger

sentiment class color code

clearly shows that on time and early departures are not a
sufficient condition for a positive passenger experience.

Future studies should focus on the frontier between the
different sentiment class, in order to better understand when
and how a day shifts between positive and negative classes,
enabling airlines to prevent unwanted class shifts and thus

Figure 8: Zoom into the 2D representation of the daily
distributions of the amount of delay with the associated

passenger sentiment class color code

improving passenger experience.
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Figure 9: Zoom into the 2D representation of the daily
distributions of the amount of delay with the associated

airline sentiment class color code
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