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Abstract—This paper addresses the problem of estimating
aircraft on-board parameters using ground surveillance available
parameters. The proposed methodology consists in training
supervised Neural Networks with Flight Data Records to estimate
target parameters. This paper investigates the learning process
upon three case study parameters: the fuel flow rate, the flap
configuration, and the landing gear position. Particular attention
is directed to the generalization to different aircraft types and
airport approaches.

From the Air Traffic Management point of view, these addi-
tional parameters enable a better understanding and awareness
of aircraft behaviors. These estimations can be used to evaluate
and enhance the air traffic management system performance in
terms of safety and efficiency.

Index Terms—Machine Learning, Flight Data Monitoring,
Neural Networks, Aircraft Engine Fuel Flow Rate, Supervised
Learning, Learning Generalization, Long Short-Term Memory.

I. INTRODUCTION

Nowadays, air traffic controllers and air traffic managers still
rely on ground accessible data to understand and analyze air-
craft behaviors and to evaluate air traffic management system
performance. Nevertheless, aircraft flight dynamic is defined
with various on-board parameters. Therefore, the estimation of
these parameters could be beneficial to enhance the air traffic
system performance and evaluation.

Estimation, sometimes called regression, is a well known
mathematical problem. It is divided into two main approaches:
the physical model-driven estimation, which had been for a
long time the most popular estimation process, and the data-
driven regression, which has been more and more used during
the last decade with the rise of machine learning and deep
learning, showing equal or even more precise predictions.

In the context of Air Traffic Management, the available
data are recorded from ground-based surveillance systems,
sometimes enhanced with ADS-B data. However, accessing
Flight Data Monitoring (FDM) parameters is usually difficult.
This paper investigates estimating FDM parameters using
ground available parameters with supervised learning models.
Though the learning phase still needs the FDR parameters, the
learned models can then be used in ground-operations with
radar-based data.

In this paper, an estimation of on-board parameters such as
fuel flow rate, flap and landing gear setting using a particular

neural network architecture called Long Short Term Memory
(LSTM) is proposed. Besides, this paper analyses the gener-
alization to different aircraft types and airport approaches.

The study is divided into four parts. Firstly, the state of
the art around parameter estimation is presented. Secondly,
the learning methodology and data are explained. Thirdly, the
trained model is evaluated on a test data set. Finally, the model
generalization is discussed.

II. STATE OF THE ART

Physical model-driven parameter estimation consists in us-
ing physical equations and models to estimate target features.
Usually, differential equation problems are solved or assump-
tions are taken to give simplified estimations. In aviation, these
models have been studied for a long time in different areas
such as aerodynamic [1], or fuel-efficiency [2]. These models
may need important computational resource.

On the other hand, data-driven models try to estimate the
underlying physical models using available data. The learning
phase can be costly in computational resource, however,
the prediction phase is then instantaneous, which presents
interesting properties in real-time operations. Different works
were led to compare physical models, such as the Eurocontrol
aircraft performance model: BADA [3], to data-driven models
[4]. Clemons et al. identified first order enhancements to
airport surface fuel burn modeling [5]. Turgut et al. used the
BADA model to estimate aircraft fuel flow for a three-degree
flight-path-angle descent [6]. Chatter et al. used BADA model
to give a fuel burn estimation [7]. Similarly Simone et al.
presented a rapid estimation of global civil aviation emissions
with uncertainty quantification [8]. Alligier et al. also used the
BADA model with ground-based data to estimate the aircraft
mass [9], [10].

Many studies have been conducted to predict on-board
parameters using ground-based surveillance systems. Delahaye
et al. proposed estimations of the True Air Speed and the
wind using radar data [11], [12]. Sun et al. estimate the
aircraft mass using Bayesian inference methods [13]. Chati et
al. proposed different learning model types such as Gaussian
Process regression [14] and tree-based classification [15] to
predict the aircraft fuel flow rate. The proposed prediction
models outperform the classical physical BADA models. Chati



et al. models only rely on ground accessible parameters, their
results will be used as a benchmark in this paper.

Other algorithms such as neural networks have also been
investigated to estimate the fuel flow rate but with access to
many on-board parameters [16]. Peyada et al. presented a new
filtering technique based upon a neural network and Gauss-
Newton method to estimate aircraft parameters [17], [18]. A
recent type of neural network called Long-Short Term Memory
has proven to be very efficient on time series data to predict
trajectories [19] or hard landings [20]. To the best of the
authors’ knowledge, LSTM neural networks have not already
been used to estimate aircraft on-board parameters such as fuel
flow rate or flap and landing gear settings.

III. METHODOLOGY AND DATA

This section presents the machine learning models chosen
for the following experiments as well as the data considered.

A. Machine Learning and Multilayer Perceptron Neural Net-
work

A learning process consists in using data analysis methods
and artificial intelligence to predict the behavior of a system.
The aim is to define a model that will fit as best as possible the
system. Machine learning algorithms define learning models
hθ, with parameters θ, that approximate the system function.
The learning process is done upon a finite training set D, and
aims at minimizing the empirical risk over the training set by
tuning the parameters θ of the learning model. The empirical
risk is evaluated with an error function, the least square error
being the usual choice for regression. [21], [22], [23].

There are various learning models, and in this paper the
choice of a particular neural network named Long Short-Term
Memory (LSTM) is made and compared to a classical Multi-
Layer Perceptron (MLP). LSTM networks were designed as an
enhancement of Recurrent Neural Networks (RNN) to perform
better supervised learning tasks on time series data [24], [25],
[26]. LSTMs are capable of learning long-term dependencies,
while simple RNN only learn short term dependencies. LSTMs
use a cell state that keeps information from the past, and three
gates that update the cell state and compute the prediction.
First, the forget gate enables updating the cell state to forget
information that is no longer relevant based on the current
input. Then, the input gate enables saving in the cell state
relevant information from the current input. Finally, the output
gate computes the prediction using the updated cell state
and the current input. A simplified illustration of an LSTM
structure is depicted in Figure 1.

B. From data to features

The data set is composed of 14807 A320 approaches and
landing Flight Data Records from two French airlines. This
study focuses on predicting on-board parameters such as
the flaps configuration, the fuel flow rate, or the landing
gear position, knowing the last minute (with a four-second
sampling rate) of radar equivalent available parameters: the
ground speed, the vertical speed, and the altitude. Additional

Figure 1: Simplified illustration of the structure of a LSTM
cell

features are extracted from these parameters. First, the height
is computed with the local QNH. Energy features such as
specific energies per unit of mass (potential, kinetic, total) are
then computed. In summary, the inputs of the neural network
are one-minute time series of ground speed, vertical speed, al-
titude, height, specific potential energy, specific kinetic energy,
and specific total energy.

The data set is first divided into two subsets: 10% for the
testing set and 90% for the training set. Regarding the training
set, 80% is used for actual training, and 20% for the validation.

Additionally, 200 A330 and 2000 B737 approach and land-
ing Flight Data Records are used to assess the generalization
of the model to other aircraft types.

C. Network Architectures and Learning

Figure 2: Description of the neural network architectures. On
the left, the LSTM architecture, on the right the MLP Dense
architecture.

This section describes the neural network architecture used
in the experiments. The LSTM neural network is composed



of two layers and a regression output layer. The first layer is a
batch normalization. The second layer is an LSTM layer with
100 units and a ReLu activation function. The output layer is
a single neuron dense layer. This architecture will be referred
to as LSTM. The dense MLP is composed of one input batch
normalization layer and three dense hidden layers with 100,
50 and 25 neurons with ReLu activation. The output layer is
a single neuron dense layer. This architecture will be referred
to as Dense. Figure 2 illustrates the networks’ architecture.

The learning task is made using the Adam optimizer [27]
with decay and the loss function used is the least square error.
The learning rate is 10−3 and the decay is 10−9. Each model is
trained during 30 epochs several times on a multi-GPU cluster.
The best network over the validation set is kept and analyzed in
this paper. The cluster is composed of a dual ship Bi-Intel(R)
Xeon(R) Gold 6230 CPU @ 2.10GHz (80 Core) - with 8 GPU
GeForce RTX 2080 Ti.

IV. RESULTS

A. Performance metrics

In order to compare the performance of the different models,
four different indicators were used: the Mean Error (ME),
the Mean-Absolute Error (MAE), the Normalized Root Mean
Squared Error (NRMSE), and the Pearson correlation score.
Let D be a set and h a function.

The mean error ME or mean absolute relative prediction
error of h over D is computed using the following formula:

ME(h,D) =
1

|D|
∑

(x,y)∈D

|h(x)− y|
y

(1)

The mean-absolute error MAE is calculated using the
following formula:

MAE(h,D) =
1

|D|
∑

(x,y)∈D

|h(x)− y| (2)

As for the ME, the smaller its value is, the more accurate
the prediction is.

Regarding the Normalized Root Mean Squared Error
NRMSE, similarly the smaller its value is, the more accurate
the prediction is. It is calculated using the following formula

NRMSE(h,D) =
1

σD(h)
×

√√√√ 1

|D|
∑

(x,y)∈D

(h(x)− y)2 (3)

where σD(h) is the standard deviation of the predicted value
over D

The Pearson correlation score indicates how well the curve
of the predicted parameter follows the actual curve. The closer
the score is to 1, the better the prediction is. It is calculated
using the following equations:

r(h,D) =

∑
(x,y)∈D(h(x)− h̄)(y − ȳ)√∑

(x,y)∈D(h(x)− h̄)2
√∑

(x,y)∈D(y − ȳ)2

(4)

where h̄ (resp. ȳ) is the average of h(x) (resp. y) over D.
In practice, to evaluate the fuel flow rate estimation, the

ME, the NRMSE and the Pearson score are computed per
trajectory and a global average score is given. Besides, the
fuel consumption (in kg) is computed per trajectory and a
ME score is given for all the trajectories. For the landing
gear position and the flap setting, the remaining distance to
the runway threshold is computed per trajectory when gear
down (resp. flaps 1, 2, etc.) action is applied for both actual
and predicted parameter. For example, if real flaps 1 appeared
at 11NM and the model predict 10.5NM, the MAE error
is 0.5NM. Then, the MAE score is averaged for all the
trajectories to give an aggregated score. Therefore, it gives
the average absolute distance difference between real and
predicted values.

B. Airbus A320 - test set

In this section are presented the performance metrics on the
A320 test set of 1410 flights.

1) Fuel flow rate: Both LSTM and MLP models show
high scores on the fuel flow rate estimation. The average
scores for all the 1410 flights are summarised in Table I. The
high Pearson scores of 0.938 for LSTM model, and 0.927 for
Dense model, indicate a high correlation between the real fuel
flow and the prediction. This behavior is well illustrated in
Figure 3. Indeed, the prediction seems to follow properly each
variation of the real fuel flow rate. Even though the proposed
models do not use any mass or take-off mass information, the
ME and the NRMSE scores of the proposed models are
similar to those described by Chati et Al. in [14], [15] for
the descent and approach phases. The LSTM ME score is on
average around 13.59% with a standard deviation of 3.26%,
and the NRMSE is around 26.52% with a standard deviation
of 8.41%. The fuel consumption ME for the test data set
is around 4.2% (LSTM) and 4.5% (Dense), corresponding
to an average absolute error of 8 kg. It seems to indicate
that a performant estimation of the fuel flow rate can be
given without any mass information. Furthermore, the LSTM
network outperforms the Dense network.

Metric LSTM Dense
ME (%) 13.59 (3.26) 14.55 (3.97)

NRMSE (%) 26.52 (8.41) 27.97 (8.70)
Pearson 0.938 (0.046) 0.927 (0.065)

Fuel Consumption - ME (%) 4.2 (3.28) 4.52 (3.56)

Table I: Predictive performance of the LSTM and the Dense
models on A320 test data for the fuel flow rate. Each entry
shows the mean and the standard deviation (within parenthe-
ses) of the evaluation metric across all the 1410 flights in the
test data set.

2) Landing gear and flap setting: In this section, the perfor-
mance results of the landing gear and flap setting predictions
are analyzed. Only the LSTM model performance metrics
are presented here since it outperforms the Dense model.
The average MAE performance and its standard deviation
(within parentheses) are summarized in Table III. The landing



Figure 3: Illustration of the fuel flow rate prediction on a flight
of the test data set

gear down action is well localized with an average MAE
of 0.99NM. Regarding the flap setting, the average distance
error goes from 2.27NM for flaps 1 to 0.88NM for flaps
FULL. Examples of flap and landing gear setting prediction
are illustrated in Figures 4 and 5. The configuration prediction
might be enhanced if extra information such as the air speed
(available with radar mode S) are added. Indeed, these param-
eters are directly linked to the aircraft flight dynamics and the
airspeed.

Parameter MAE (%)
Landing Gear 0.99 (2.38)

Flaps 1 2.27 (4.03)
Flaps 2 1.67 (2.35)
Flaps 3 0.97 (1.15)

Flaps FULL 0.88 (1.03)

Table II: Predictive performance of the LSTM models on A320
test data for the flap and landing gear setting. Each entry shows
the mean and the standard deviation (within parentheses) of
the evaluation metric across all the 1410 flights in the test data
set.

V. GENERALIZATION

In this section, the generalization of the fuel flow rate and
the landing gear configuration learning model to other aircraft
types is investigated. Indeed, the model is built with A320
flight data records. The access to all the aircraft types might
be very difficult. Therefore, the performance of the learning
model on two other aircraft types (B737 and A330) is ana-
lyzed. The flap setting model generalization is not investigated
since the flap configurations are different depending on the
aircraft type.

A. Boeing B737

The B737 data set is composed of 2000 FDR approach and
landing trajectories equally divided into two subsets. The first

Figure 4: Illustration of the flap configuration prediction on a
flight of the test data set

Figure 5: Illustration of the landing gear configuration predic-
tion on a flight of the test data set

one is located at Paris-Orly Airport (LFPO), and the second
at Madrid-Barajas Airport (GMAD).

For both airports the fuel flow rate model is still performing
well with a correlation score of 0.917 (LFPO) and 0.921
(GMAD) as summarized in Table III. The ME (15.57% and
15.29%) and NRMSE metric 32.94% (LFPO) and 31.7%
(GMAD) are not as good as the A320 test data set. Indeed,
like in the example shown in Figure 6, there is a small offset
between the real and the predicted fuel flow rate. Even though
the A320 training set did not contain any flight at GMAD
airport, the fuel flow rate model seems to perform well on
this new platform. Moreover, the fuel consumption ME is
on average of 4.35% (LFPO) and 4.85% (GMAD), which is
similar to the mean error for the A320 test set. It confirms
that the model is generic and can be used for any approach at
any airport. Furthermore, the generalization to B737 seems to
be relevant without any calibration. It is less precise than the



Figure 6: Illustration of the fuel flow rate prediction on a flight
of the B737 test data set

A320 but depending on the use, the model might be efficient
enough.

Regarding the landing gear configuration, the distance
MAE is higher than for the A320 with 1.23NM and 1.92NM.
The generalization process for the GMAD data set seems to
be even more difficult.

Metric B737 - LFPO B737 - GMAD
ME (%) 15.57 (3.7) 15.29 (3.51)

NRMSE (%) 32.94 (10.25) 31.7 (8.87)
Pearson 0.917 (0.045) 0.921 (0.042)

Landing Gear - MAE (NM) 1.23 (2.21) 1.92 (3.52)
Fuel Consumption - ME (%) 4.35 (3.36) 4.86 (3.81)

Table III: Predictive performance of the LSTM model on B737
test data for the fuel flow rate and landing gear at LFPO and
GMAD airport. Each entry shows the mean and the standard
deviation (within parentheses) of the evaluation metric across
all the flights in the test data set.

B. Airbus A330

The A330 data set is composed of 200 FDR approach and
landing trajectories at Paris Orly Airport (LFPO).

The generalization of the fuel flow rate model is not as
simple as the B737 since the fuel flow rate values are not in
the same range. Therefore, a very simple optimization problem
is solved to define a scaling coefficient: c. This method could
have also been applied to the B737. With the A330, c = 2
is selected and the result of the prediction is illustrated in
Figure 7. With the BADA model, it is possible to give a
ratio of the fuel flow coefficient of the A330 over the A320.
The coefficient is given per altitude and summarized in Table
IV. The coefficients are similar (around 2 and increasing
up to 2.5) to the coefficient obtained with the optimization
problem. It is possible to enhance the optimization problem
with a discretization per flight level. The problem will estimate
different values minimizing the error. On the other hand, it

Figure 7: Illustration of the fuel flow rate prediction on a flight
of the A330 test data set

gives a possible solution without on-board real fuel flow rate
for a particular aircraft type. One can refer to the coefficient
ratio given by the BADA model to scale the A320 model and
apply it to estimate the fuel flow rate to a new aircraft type.

Altitude (FL) Coefficient ratio A330 / A320
0 1,9678
5 2,0333

10 2,0774
15 2,1309
20 2,1864
30 2,3018
40 2,4246
60 2,5184
80 2,5416
100 2,5422

Table IV: Fuel flow BADA coefficient ratio between A320 and
A330 depending on the flight level

minimize
c∈R+

ME(c× h,D) (5)

Moreover, the result of the performance metrics on the
scaled LSTM model is summarized in Table V. The ME is
worst than the B737 with on average 20,77%. However, the
Pearson correlation score is high with 0.93 and the NRMSE
is around 33.18 similar to the B737. The fuel consumption
ME is on average 4.84%, it is still acceptable with a small
increase compared the A320 test set. The generalization to
the A330 seems to be relevant with the scaled model and
acceptable depending on the use.

Regarding the landing gear setting, the distance MAE is
higher than for the A320 and similar to the B737 data set with
1.63NM.

VI. DISCUSSION & CONCLUSION

This paper investigates the uses of LSTM neural networks
in aircraft on-board parameter estimation with ground-based



Metric A330 - LFPO
ME (%) 20.77 (4.4)

NRMSE (%) 33.18 (9.94)
Pearson 0.930 (0.041)

Landing Gear - MAE (NM) 1.63 (1.85)
Fuel Consumption - ME (%) 4.84 (3.53)

Table V: Predictive performance of the scaled LSTM model
on A330 test data for the fuel flow rate at LFPO airport.
Each entry shows the mean and the standard deviation (within
parentheses) of the evaluation metric across all the flights in
the test data set.

surveillance system features. Three parameters are estimated:
the fuel flow rate, and the flap and landing gear configurations.

The study shows that even without any mass information,
satisfying estimations of fuel flow rate can be computed.
Estimation curves present high correlations with the real
curves and the error seems to be non-significant. Moreover,
the trained models can be generalized to different airport
approaches. Furthermore, even if they are trained with only
one aircraft type, generalization to other aircraft can be made
with a scaling coefficient. The residual error seems to be
acceptable depending on the use.

Regarding the flap and landing gear setting, adding extra in-
formation such as the air speed might enhance the estimation.
The generalization task of the landing gear models presents
higher difficulties for new airports and aircraft types.

Future works will focus on enhancing flap and landing
gear setting prediction with airspeed information. Besides, air
traffic performance metrics will be designed to use on-board
parameter estimation models and studies will be conducted on
how well these models enable enhancing the air traffic system
performance evaluation.
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