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Performance of Context-Aware Publish/Subscribe
systems for AANET

Mickaël Royer, Alain Pirovano, and Fabien Garcia

ENAC Toulouse, France

Abstract. AANET (Aeronautical Ad hoc NETworks) are a subclass of
Vehicular Ad-Hoc Networks (VANET). They are a very promising so-
lution in order to answer to new air-ground communication needs. The
Publish / Subscribe communication paradigm enjoys wide applicabil-
ity in AANET where resources are limited. Many Publish / Subscribe
systems exist for wired networks, however, these solutions are not fully
adapted to mobile networks like AANET or VANET composed of cars.
For the second category, the research community investigated and pro-
posed some solutions. The aim of this article is to evaluate the perfor-
mance of typical Publish / Subscribe systems suitable for VANET with
cars on AANET with a realistic scenario based on commercial aircraft
tra�c. We show that some approaches suitable for VANET do not give
good results in this case.

Keywords: Vehicular Ad Hoc Network (VANET), Aeronautical Ad Hoc Net-
work (AANET), Publish / Subscribe communication systems.

1 Introduction

Mobile Ad-Hoc Networks (MANET) are self-con�guring networks of mobile
nodes connected by wireless links without a �xed infrastructure. Vehicular Ad-
Hoc Networks (VANET) are a subclass of MANET in which nodes are vehicle
(cars, trains...). This sub-category shows a lot of speci�c characteristics, the most
important being the high mobility of nodes and the predictability of movements.
As detailed in [1], AANET (Aeronautical Ad hoc NETworks, which consist in
aircraft acting as nodes of a MANET) can be seen as a subcategory of VANET.
In a context of increasing air tra�c and new needs in term of air ground com-
munication systems, AANET represents a relevant solution as explained in [2].
Content-based information dissemination enjoys wide applicability in AANET
where resources (like bandwidth) are limited. Noti�cation of dangerous weather
events to aircraft which will navigate close to the concerned geographical area
or important messages from airline operational center to aircraft belonging to
the company are good examples. Indeed, this approach allows a space decou-
pling between source and recipients since the sender of a message does not know
which nodes will receive it. The aim of the network is then to �nd the recipients,
based on the message's content. To accomplish content-based routing in a net-
work, the Publish / Subscribe communication paradigm is the most widespread



solution. In this model, event distribution from publisher (event producer) to
subscriber (event consumer) is based on the subscriber interest and the event's
content. Many Publish / Subscribe systems exist for wired network ([3], [4]) but
are not suitable for MANET with low bandwidth and frequent network partition.
Moreover, the applications described above need two extra features compared to
classical Publish / Subscribe systems. The �rst one is the persistence of events
in the network to reduce the problem of network partitions (similar principle as
Delay Tolerant Networks, [5]). The second is the introduction of node context to
reduce the scope of events/subscriptions and use more e�ciently the network re-
sources. As explained in [1], this context can be assimilated to a location context
(an area or just a position). For example, with a classical Publish / Subscribe
solution, aircraft can subscribe to "dangerous weather situation". However, this
subscription will be too wide and will lead to the reception of useless events
since aircraft are interested especially by "dangerous weather situation close to

my position or route".
In the past years, some solutions have been proposed by the research commu-

nity to provide Publish / Subscribe systems adapted to VANET (especially for
cars), introducing the persistence of events and the use of node context in event
delivery decision process. The aim of this article is to evaluate some solutions
using di�erent approaches against a typical scenario (noti�cation of weather
events) in a realistic AANET based on real tra�c of commercial aircraft.

The next section presents a brief state of the art on Context-Aware Pub-
lish/Subscribe systems adapted for VANET. Section 3 compares some existing
solutions based on a typical use case for AANET. The scenario and all imple-
mentation choices made to simulate aircraft mobility and Publish / Subscribe
systems are explained in this section. Finally, section 4 concludes this article and
introduces further work on this topic.

2 Context-Aware Publish/Subscribe solutions in VANET

As explained in [1], existing Context-Aware Publish/Subscribe systems that are
adapted for VANET can be classi�ed in three categories: geographic routing,
proximity routing and overlay network based solutions.

Geographic routing based solutions like [6] or [7] are based on the assumption
that each event / subscription is linked to a geographical area. The publish /
subscribe system uses a geographic routing protocol to dispatch events from
the publisher to the subscribers. Actually, an event is sent to the nodes located
in the geographical area de�ned as the context of the event. In the same way,
a subscription is sent to the geographical area de�ned in the context. Then, as
described in �gure 1a, when a subscription matches with an event, nodes located
at the intersection can act as middleman between publisher and subscribers.

Proximity routing based solutions like [8] or [9] provide many likeness with
the previous solution. The main di�erence relates to the area where events and
subscriptions are sent. This kind of solutions disseminate events/subscriptions
only within a radius close to the sender (see �gure 1b).



(a) Geographic (b) Proximity

Fig. 1: Principle of geographic and proximity routing based P/S

Overlay network based solutions introduce a new component in P/S architec-
ture, the broker. Brokers are responsible for dispatching events from publishers
to subscribers. They are interconnected and thus form an overlay network. In
most of these solutions, like [10], brokers form an acyclic graph. Subscriptions
are thus sent to all brokers of the graph (or just a part of it if context is used
to �lter recipient brokers). Based on these subscriptions, they can populate the
table used to forward events to interested subscribers.

Fig. 2: principle of overlay network based P/S

3 Solution comparison

After a brief description of existing context-aware P/S solutions, this section
studies the performance of these solutions. Section A describes the scenario used
to compare the solutions. This application relies on an AANET. Section B ex-
plains all the choices made during the implementation of the scenario and the
P/S solution in a simulation model. The last section explains the results obtained
for each solutions.

3.1 Scenario

The scenario used to compare publish/subscribe solutions is a common prob-
lematic for civil aviation: how to inform aircraft of new weather situation ?
Indeed, some phenomena like storm or wind shear are very dangerous and thus



aircraft must be aware of these phenomena. Nowadays, these information are
broadcasted by ground entities (like Air Tra�c controller or airlines operational
center) using radio, VDL (VHF Data Link) or SATCOM means.

A new approach to solve this problem can be found with the use of a context
aware P/S system over an AANET composed of commercial aircraft. In this
scenario, aircraft aware of a dangerous phenomena, using its weather radar for
example, sends an event over the network to announce the new weather situation.
This event contains at least the type of event and the estimated duration of the
event. The context associated to this event will be the geographical area cover by
the weather phenomena. Meanwhile, aircraft know their short term trajectory
and then can subscribe to weather events which happen near their route. The
context associated to this subscription will be a geographical area that covers a
part of the trajectory (see Figure 3).

Fig. 3: principle of subscription to weather events

3.2 Simulation / Implementation choices

All the simulations have been performed with Omnet++ ([11]). This paragraph
deals with all the implementation choices that has been made to simulate the
scenario and the Publish / Subscribe systems with Omnet++.

mobility The mobility model used for the simulations is based on real tra�c
traces from the French civil aviation authority and Eurocontrol based on either
radar data or position report from the aircraft itself. Concretely, for a given
day of the year, all position reports of commercial �ights around the world (in
spherical coordinate with an interval of 30min) can be obtained in a �le following
a speci�c format.

This �le is then parsed by a tool developed at the ENAC, acparse. It o�ers
many options to �lter aircraft, interpolate trajectories and export the result to
common format. In our case, acparse is used to get an XML �le which contains
two parts for each aircraft. The �rst one (surround by the tag mobility) contains
position reports with an interval of 1 minute (thanks to the interpolation that



acparse o�ers) and is used by a new homemade mobility module for Omnet++.
The second one (surrounded by the tag plan) can be assimilated to a �ight plan.
In the simulation model, this �ight plan is used by nodes in order to subscribe
to weather event close to their short term trajectory.

Due to logistical limitations, it was di�cult to simulate all the world tra�c
in reasonable time. As AANET is especially interesting for area where no ground
infrastructures are available, as over oceans, we choose to reduce the scope to
the transatlantic tra�c. That is why our simulations are taking into account
aircraft whose latitude belongs to the interval [23,5◦ - 70◦] and the longitude
belongs to the interval [-90◦ - 10◦].

Physical/Mac layer Studies presented in this article deal with Publish / Sub-
scribe service and not with the AANET feasibility which has been demonstrated
in other studies like [2]. That's why it is not mandatory to have realistic phys-
ical and MAC layer. We choose to use IdealWireless module provided by the
inet library [12], which simulates a simple physical and MAC layer. When a
node sends a message, all nodes whose distance from the sender is below the
parameter transmissionRange receive the message. In the same way, bit rate
is a con�gurable constant. All messages are sent at this bit rate. However the
values used for the simulations are deduced from a previous studies evaluating
the feasibility of AANET built with commercial aircraft. In particular, [13] eval-
uates the use of CDMA as the layer 2 to interconnect aircraft and obtains an
available bit rate of several Mbits/s for a transmission range of several hundred
of kilometers.

Events / Subscriptions The generation of events meets the following rules.
We �x the number of simultaneous events at the beginning of the simulation.
We choose to keep this number low due to the size of the simulated AANET
(limited to the transatlantic tra�c). Each event occurs close to a randomly
chosen aircraft. These events are then published by the aircraft close to it through
the Publish / Subscribe system. When an event ends, a new event is created close
to another aircraft and so on until the end of the simulation. The geographical
area linked to an event is a cylinder which starts at the ground and �nishes at
an altitude of 20km (the cruising altitude for a commercial aircraft is around
10km). The cylinder radius is a parameter of the simulation. The generation of
subscriptions by aircraft is based on �ight plan described in the section 3.2. This
�ight plan can be broken up to segments. Each segment �t 10 minutes of a �ight
and a subscription is generated for each segment. The time period associated
to this subscription is the time interval between two position reports that form
the segment. The geographical area linked to the subscription is the segment
itself. Consequently, a subscription matches with an event if two conditions are
veri�ed. Firstly, the time period of the event �ts the subscription's one. Secondly,
the segment associated to the subscription intersects or is inside the cylinder
which represents the geographical area of the event.



P/S Systems Three Publish / Subscribe systems have been simulated. The
�rst one is the most simple. Events are disseminated to all nodes of the network.
Subscriptions never leave the source node and are recorded in a table. When an
event is received by a node, the event is checked against recorded subscriptions. If
one matches, the event is forwarded to the application. This solution serves as a
reference to compare performance of P/S solutions and will be called "broadcast
event solution" in the rest of this article. Intuitively, this solution gives the best
result in term of delivery since all events are received by every node but is not
resource e�cient since even nodes that are not interested by an event receive it
anyway.

The second one is a geographic routing based solution. LBM (Location Based
Multicast) [14] is the geographical routing protocol used to dispatch events and
subscriptions. LBM allows to send a packet to all nodes within a target geo-
graphic area (called a multicast region). In this way, the sender of the message
de�nes a forwarding area according to his position and the multicast region.
Only nodes within the forwarding area retransmit the message. Thus, the size
of the forwarding area has a direct e�ect on the delivery ratio of the protocol
(better with a large region) and the resulting load on the network (lower with
a small region). The home-made implementation of LBM o�ers two options to
de�ne this forwarding region. The �rst one is explained in [14] and is based on
the distance. A node A forwards the message received from node B for the region
R if dist(A,R) < dist(B,R) + δ where dist(A,R) is the distance from A to R

and δ is a parameter of the protocol. The second option is a conic approach. In
this case, A forwards the message if A ∈ cone(B,R, α)) where cone(B,R, α) is a
cone whose the vertex is B, the axis is de�ned by the points B and the center of
the region R, α is the opening angle. This family of Publish / Subscribe solutions
also requires a unicast protocol in order to send an event from the node used as
an intermediary to subscribers interested by the event. In our case, we choose
AODV [15] (Ad hoc On-Demand Distance Vector). This choice was motivated
by the nature of the network (hundreds of highly mobile nodes) and the quality
of service expected by the application. Our main objective is to be as e�cient as
possible in order to save bandwidth, furthermore, in this scenario, the delay to
disseminate event to all subscribers is not a performance criteria. Thus a reactive
routing protocol seems adequate and AODV is the reference in this category.

The third one is a proximity routing based solution. For each event/subscription,
a proximity perimeter is de�ned (parameter of the simulation). The message is
sent to all nodes inside this area. As with previous solution, when a node receives
an event from which it knows subscribers, AODV is used to send this event to
recipients.

3.3 Results

For all the results introduced in this section, the table 1 gathers the value of
main parameters used for the simulations. The transmission range and bit rate
chosen for the simulations are coherent with previous studies on AANET like
[16].



For each simulation, two results will be observed:

� Delivery ratio, for each event

Ratio =
Number of subscribers that received the event

Total number of subscribers

� Total cost of network, which is the total number of bytes sent in the network
(including control message) to dispatch events to subscribers. It is calculated
as the sum of sent bytes (at the level of MAC layer) for all nodes of the
network.

Duration of the simulation 24h

Day 2012/12/25

Transmission range 300 km

Physical layer bit rate 1 Mb/s

Duration of an event uniform(1800s, 3600s)

Duration of subscriptions 30 min

Size of zone covered by an event 250km

Size of a subscription message 32 Bytes

Size of a event message 4096 Bytes

Number of simultaneous events 5

Table 1: Common parameter values for all simulations

The �rst paragraph details some general results, valid for all the simulations
and useful to understand other results. The three following paragraphs show and
explain results for each simulated pub/sub solution.

General results Table 2 lists the number of events and subscriptions generated
during the simulation. We observe there is far more subscriptions message than
event. This is the consequence of the chosen scenario. Indeed, only one event is
active at a given time, then few events have been generated during the simulation.
On the other hand, aircraft generate subscription every 10 minutes. As there
are hundreds of aircraft �ying for several hours, the result is more than 20000
generated subscriptions.

Number of events 150

Number of subscriptions 23978

Table 2: Number of events and subscriptions

Figure 4 shows the number of �ying aircraft in the targeted area during the
simulated day. This number has a direct impact on the network connectivity and



thus on the delivery ratio possible by the pub/sub solution. We see number of air-
craft during a part of the night is low compared to rest of the day. Consequently,
it is di�cult to obtain a delivery ratio close to 100% since it seems obvious that
during this period, network partition exists. Previous studies on AANET like
[2] found a reachable packet delivery ratio around 90%. It appears to be the
maximum possible value of delivery ratio reachable with a publish / subscribe
solution.
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Fig. 4: Number of simultaneous aircraft during the day

Broadcast event solution This paragraph deals with results obtained with
the event based dissemination solution. The table 3 shows the delivery ratio and
the network load obtained with this solution.

Delivery ratio 64,02%

Network load 3, 70 · 107

Table 3: Standard broadcast event solution

The observed result is not as good as estimated. However, it can be easily
explained. The event has been disseminated in the network just after its creation.
As the life of the event is between 30 and 60 min, it is possible that an aircraft
appears after the generation of the event but it is interested by it anyway. With
the implemented solution, it can never received the event.

Figure 5 highlights this phenomena. We introduced a new parameter in the
simulation: retransmiTime. If its value is strictly higher than 0, it allows the
retransmission of the event every retransmiTime seconds. The graphs show the
obtained delivery ratio and network load depending on the retransmit time. We
see delivery ratio can be increased up to 25 percent if the retransmit time is



short (less than 600 seconds). The counter part is the exponential increase of
the network load. As expected, this solution can give decent results at the cost
of important network load which is not acceptable for AANET where bandwidth
resources are very limited.
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Fig. 5: Broadcast event solution depending on retransmit time

Geographic routing protocol based solution Results shown in this para-
graph follow from simulations where LBM has been con�gured to use forwarding
region based on the distance with δ = 20km. Table 4 gives �rst results obtained
with this solution. They are worse than expected. The delivery ratio appears
lower than with the broadcast solution and most importantly the network load
is higher. In conclusion, the broadcast event solution is more e�cient than this
one.

Delivery ratio 30,66%

Network load 7, 16 · 108

Table 4: Standard geographic routing based solution

Several reasons can explain this result. Firstly, events and subscriptions are
only sent to nodes belonging to the area de�ned with the geographical context.
In our case, it corresponds to the cylinder which represents the weather region
for events and a cylinder that surrounds the aircraft trajectory for subscriptions.
These regions are small thus few or no aircraft are present to act as middleman
between publishers and subscribers. To highlight this problem, the model has
been modi�ed to extend geographic context area thanks to a new parameter,
proximitySize which de�nes the radius of cylinder used as context region, the
center being the center of the weather situation for events and the center of the



segment for subscriptions. Figure 6 shows obtained results according to proxim-

itySize's value. We see delivery ratio can be increased if the proximity size is
extended but stays below 50% and thus this solution is far less e�cient than the
broadcast. The high network load can be explained by the characteristic of the
application using the Publish / Subscribe service. As seen in section 3.3, aircraft
send far more subscriptions than events and this solution forwards subscriptions
compared to the previous one. Thus, even if subscriptions' size is lower than
events' one, the important number of subscriptions increases substantially the
load of the network.
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Fig. 6: Geographic routing based solution

proximity routing based solution Table 5 gives �rst results obtained with
the proximity routing based solution (the perimeter has been set to 250km).
These results are consistent with those obtained in the previous section. The
delivery ratio is lower than with the geographic solution and the network load
is roughly equivalent.

Delivery ratio 19,66%

Network load 4, 54 · 108

Table 5: Standard proximity routing based solution

In the same way than the geographic solution, we verify the in�uence of the
delivery perimeter on the performance of the solution. Figure 7 shows results
according to size of proximity area. As expected, the delivery ratio and the net-
work load increase with the size of the proximity region. The maximum delivery
ratio obtained is close to the one obtained with the broadcast event solution.
However, the network load is higher. The reason is the same as earlier with the
dissemination of subscriptions in the network.
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Fig. 7: Proximity routing based solution

4 Conclusion

In this article, after a brief survey about context aware Publish / Subscribe
solutions adapted for VANET, we compare some solutions on AANET based
on real commercial tra�c, especially with a typical application for this type
of network. We show that interesting approaches for VANET like geographical
routing protocol are not suitable in this situation and lead to worse results than
a basic approach based on the broadcast of the event in the network. Proximity
based solution gives better results in terms of delivery ratio but with higher
load of the network, which is not acceptable for AANET with low bandwidth
resources.

Further work will concentrate on two axes. Firstly, this article shows that
the development of a new publish / subscribe system is necessary to be suited
to AANET and speci�c applications used on it. A promising approach is based
on the de�nition of cluster in the network with di�erent forwarding strategy
inside and outside cluster groups. For example, we can imagine a solution where
subscriptions are broadcasted inside a cluster group and events are sent to all
cluster heads. It allows to take into account applications which generate far more
subscriptions than events (as the one described in this article). The second axes
is the research and the simulation of new application for which content based
routing will be interesting. For example, in civil aviation domain, some research
team studies ways to build real-time wind map and use of a Publish / Subscribe
service over an AANET is a very promising solution to support this application.
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