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Aeronautical communications systems are experiengjna fast evolution due to digital
migration which demands new perspectives and solatns in order to define a reliable data
link communication. This paper presents a project alled FAST: Fiber-like Aircraft Satellite
communications. The project is funded by Aerospac®¥alley (a competitiveness cluster for
aeronautics, space and embedded systems) in Franmed gathers industrial and academic
partners. The objective is to design a versatile &llite communication system and to develop
and demonstrate key technologies (active antennarqgxies’ software ...). A focus will be
placed in this paper on the global system desigrhe definition of supported services and the
network and protocols structure. The main challengés to converge heterogeneous traffics
on the same satellite link with high reliability ard availability. The proposed services cover
classical aeronautical communications ATC/AOC alongvith “new generation” services such
as telemedicine and On-board Security surveillance.

I. Introduction

Air traffic forecasts project an important increageaeronautical communications in a mid-long telmfact,
aviation is undergoing major changes in its telecmmications infrastructure with modernization efor
underway to convert from the current analogue, arily voice-based system to a digital voice andchdiaik system
for both Air Traffic Management (ATM) as well aglaie operational (AOC)-type communications.

The increasing demand for making air traveling enpleasant, secure and productive for passengerseiof
the key factors for airlines and aircraft industoybe pushing in the ATM digital migration direatiowhich will
provide, to their clients and crew, from In-Fligkmtertainment (IFE) to a variety of new serviceshsas On-board
Video surveillance or real time graphical weatle€ast, among many others. Indeed, the European
Organization for the Safety of Air Navigation (EURONTROL) and the Federal Aviation AdministrationA¢)
have both produced a technical document titl€drfimunications Operating Concept and Requiremeantshi
Future Radio System{COCR?), as a kind of roadmap up to 2020, where new Has®d Air Traffic Services
(ATS) and AOC are identified and meant to be degdiy this time period.

The actual communication infrastructure which supp@TM is conformed by heterogeneous and disparate
communication systems resulting in a low cost &fficy and low system efficiency. In that contextedlite
communications systems are well suited to brindbgl@overage (essential in aeronautical scenarid)ta cope
with the ever increasing data rate requirementallafiew services, ATS/AOC and Air passenger comgeations
(APC), integrating all traffic flows coming from/tihe aircraft in one single satellite data link.ushit is a cost-
effective solution which can provide enough capaeihd bandwidth to cope with the next generationVAT
requirements.
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However, several issues rise up when it comes tvarge, in the same satellite link, ATN traffigi( Traffic
NetworR, which requires high priority and full availalbylj with other services on-board like telemedici8ecurity
Video surveillance and APC which also may haveriasig QoS requirements to be satisfied. Thus,iragidhe
aircraft manufacturer’'s restrictions, issues inimdv system architecture definition, Security, Qo@negement,
transmission efficiency must be considered.

Considering this scenario, an industrial projeditienl FAST (explained in section Il in more detadims to
design, test and validate an aeronautical satelitemunications data link from the antenna desighigh layers
performance. Specifically, this paper is focusedrmsystem architecture definition in order toyide broadband
Internet access to passengers and a high-reliabhiannel for aeronautical traffic, including neweperational
services such as telemedicine and Security Videges#lance.

Section Il introduces and defines briefly the FA®®ject and its objectives. In section Ill, a systdescription
is carried out defining the reference scenariotlier architecture definition. In section IV, systanchitecture and
protocol specifications are introduced, as wellths,simulation scenario used for terminal perfaragaevaluation
in section V. Finally, section VI concludes thigppaand presents a few prospective works aboutekisarch area.

Il. FAST project overview

FAST (Fibre-like Aircraft Satellite Telecommuniaatis) is an industrial project co-funded by the Apare
Valley pole and the French governmebiréction Générale de la Compétitivité, de I'Indiestet des Services -
DGCIS, Fonds Unique Interministériel - FUIThe FAST consortium is composed by enterprissearch institutes
and universities in order to develop infrastructtgehnologies for aeronautical dedicated satefiggvorks. From
the industrial side, the enterprises involved axess Europe (www.axesseurope.a@roject leader, antenna design
and demonstration), EADS Astrium (www.astrium.eads system design, satellite links emulation anddation),
Vodéa (www.vodea.com, embedded video surveillangle tesolution codec and stanag 4609 wrapper) aedel
(www.medes.fr telemedicine station) and from the academictin$tinal side are CNRS/LAAS_(www.laas.fr
antenna RF circuits design, development and vadidgt ISAE (www.isae.fr protocol stack design and system
simulation), ENAC (www.enac.frprotocol stack design, security architecturetesysemulation) and Telecom
Bretagne (www.telecom-bretagne,éelemedicine station characterization, TCP pertorce enhancement).

The project federates research efforts from altngais aiming to study the feasibility and relialyilof a high-
capacity airborne satellite infrastructure by meahkboratory validation and simulation of all tkey components
of this infrastructure. The target markets of FABMoject involve commercial aircrafts and businessngs.
Nowadays, this two categories use Immarsat-typellgatlinks in a 10% of the fleet. This low pertage of
equipment installed is related to the high coghefsatellite link access and its poor data rateopmance which is
not economically competitive. Indeed, Immarsateysmust be completed to increase available capiacdyder to
provide high rate services and follow the growthhaf world fleet in a mid-long term.

Hence, the system foreseen must allow data rabes 20 up to 100 Mbps in aircraft reception and leetw5-10
Mbps in aircraft transmission, following the plapesition. The antenna system design is then a &etpff in the
success of the project and consists of a new gemertow-cost extra-flat satellite antenna techiggiowith
electronic pointing, tested and evaluated by Aas®pe.

lll.  System description
A. System description

The FAST satellite system aims at providing bi-dii@nal satellite communications services on conumaéand
business aircrafts worldwide. The envisaged sertacgets to cover the main air routes to providecaldwide
coverage, meaning to cover some high density traffites like over Europe, the North Atlantic anadrtN Pacific,
the United States of America and the East of Asia.
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The system comprises three main parts: an aircoafisoard segment, a satellite/space segment gnduad
segment. Each of these three parts involves thewfinlg:

 On the aircraft side, Fast Broadband Aircraft Terminal (developed byess Europe) which
comprises the antenna and the modem responsibkhidaransmission/reception of communications
data from the aircraft to the ground via the sitgedystem and vice versa.

* On the ground side the Ground Earth Station (GES) transmit and kexeiubsystems, which
incorporate all the required baseband and RF fomstio receive/transmit the communications from/to
the satellite.

» On the space sidethe Ku and Ka band satellites. It is assumed ttmatsystem takes advantage of
existing satellites which currently provides sdtteltapacity for BSS and FSS services over thedwvorl
Commercial agreement with commercial satellite afges would be concluded for leasing satellite
resources on both forward and return paths.

The selected air interface is based on the powarfdlflexible DVB-S2 standardon the Forward link and on
the well-adapted for mobile applications DVB-RCSstandard * on the Return link. The assessment addressed in
this paper (see section 1V), is mainly focusedhareturn link terminal performance.
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Figure 1. FAST transmission system architecture oveiew.

B. Targeted Applications

In this section, the aim is to describe which kafdapplications the FAST terminal has to supposgcdibing its
nature and particularities. The main targeted appbns are:

ATC/AOC cockpit communications: less demanding in terms of data rate than APC egjdns but much
more stringent in terms of availability and reliégias they are dealing with flight security arafety.

Telemedicine: Medical station on-board which deals with bi-difesal communications in case of emergency.
It supports typically voice/video and data commatians. This application has QoS requirements sincease
of emergency, should be given priority in froniess critical applications.

Security Video Surveillance: A set of MPEG4 video cameras which deal with aswtnim bi-directional
communications. The video system is active durihflight duration in a low-medium quality performee. In
case of emergency, hijacking and/or attack on-bdaedaircraft, the HD video surveillance is actegtand
should be given priority in front of less critigbplications.

» Air passenger Communications APC:Communications which deal with passenger entertait during

flights. The typical applications are Internet asceuch as web browsing, email, VolIP...
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Taking into account all the applications descriladbve, Quality of Service (QoS) management andesyst
security architecture will play a key role in orderensure the system reliability and availabilityithin the FAST
frame, ENAC® has carried out the security architecture desigiie satellite data link, closely related to tverall
system architecture definition addressed here.

IV. FAST Architecture and Protocol Stack pile

In this section, the aircraft network architectwid be described as well as the terminal protostalck design
and the QoS policy and resource management.

A. Aircraft network architecture

The proposed architecture for the complete systeprdsented in Figure 3. The most significant asigethe
design of the network in the aircraft. The accegh¢ satellite link is handled by a DVB-S2/DVB-R@® terminal.
Two separate routers are used in order to colledistribute the different traffic flows. The firshe is dedicated to
ATN (Aeronautical Telecommunication Network) seegc(so-called cockpit services), the second toatiher
services (standard AOC - Aeronautical Operation @amication — and new generation AOC including
telemedicine and video surveillance, cabin netwforkpassenger Internet access). Within the calbie,access
network uses WiFi technology.

The first router for ATN uses an IP technology (JASis not expected that the satellite networkld band will
be used as a primary data link for ATN, howeves uatellite link can efficiently complement the extldata links
(L-band satellite, VDL Mode 2, LDACS ...). The sadorouter called NG router handles all other tcatfiThree
ports are defined. A first one is connected to aelgss LAN for cabin services, including passendetsrnet
access and telemedicine. Of course, the WLAN cansaseral WiFi access points in order to providedgsignal
conditions anywhere in the cabin. The telemedisita¢ion connects through the WiFi network so tmat problem
can be treated in the aircraft. A second port enNI& router is dedicated to video surveillance. Tried port is
used by AOC standard services (mainly messageshysailine companies for flight management). The Muter
is in charge of all traffic tagging, priority marexgent and security operations. A detailed discassio security
aspects is presented in a companion paper
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Figure 3.FAST Aircraft network architecture

B. FAST terminal architecture

The satellite terminal architecture is complianthithe BSM (Broadband System Multimedia) standardrpus
defined by ETSI. Mainly, the access layer reliesttoe DVB-S2 and DVB-RCS+m standard$ * MPEG packet
format has been chosen, as ATM related switchingaloidities are not used in our system. The related
segmentation/reassembly protocol is MPE (MultiPcotdEncapsulation). The network layer uses the riRogol.
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BSM has been designed for Internet services onlly wiclear frontier between satellite dependargrsyphysical
and access) and satellite independent layers (nletarcd above). However the flexible definition betSI-SAP
(Satellite Independent-Service Access Point) allawsasy integration of all services, includingagdurveillance
and ATC/AOC. The protocol stack is presented guFeé 4.

IP
AALS | MPE LLC
MPEG
ATM 5.TS MAC
Air interface Physical

Figure 4. FAST terminal Protocol stack

C. FAST terminal. QoS policy and Resource Management

The satellite terminal architecture based on BSkhdard is shown in figure 6. It is based on a servi
differentiation scheme which is supported by meafrtsvo internal sets of queues: one at IP level tiiredother in a

MAC level.

As illustrated, the first functional block withime terminal is the “IP classifier” which is in clgarof the IP
traffic differentiation and the assignation of eweraffic flow in its correspondenDiffServ queue. A mapping
between the output traffic from NG router and taertinal input traffic is then necessary in ordemtanage the
different traffic flows arriving to the FAST termah The IP traffic is segregated in several queaash one with a
DiffServservice class associated, and they are identiftednally byQID (Queuing identifiers) identifiers which is
a DVB-RSC logical identification mechanism for eaéh buffer. The next block corresponds to the IPB@P
conversion which is in charge of the IP traffic semtation, by means of MPE, and the encapsulatttnMPEG
packets and its transfer directly to the MAC sebleck.

A bi-directional Cross-layer signalization flowéstablished between the MAC layer and the adaptédiger in
order to carry out capacity requests. This capao#guests are calculated not only in function dffic
characterization but also taking into account tbetml policy set up on higher layers, using seivperameters
information obtained on the adaptation layer inputh as data rates estimations, IP queues sizesTthais, the
adaptation layer carry out an estimation of thé cepacity needed which is transferred to the MA&Gssr block in
order to generate capacity requests. On the otreses the TBTP table (Terminal Burst Time Planggldent by
the Gateway/NCC, is received by the MAC layer dmel dvailable capacity is then inferred in ordeimform the
control policy set up on the access layer whict pribceed accordingly.
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Figure 6. FAST terminal architecture

A QoS policy driven by the Gateway (NCC) is alsplagdl by means of th€hlD identifier within SAC
(Satellite Access Control) MPEG fiel@hlID identifiers allow the definition of different prity levels that can be
assigned to the terminal capacity requests in daleettle a supplementary QoS policy level whlmanaged by
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the NCC.ChID identifiers ChID 0, ChID 1...) are defined within every SAC field and theg associated with the
QID identifiers (severaQID can be associated with the sa@tdD).

The MAC layer computes periodically the capacoéguests in function of the IP queues status, deaby the
cross-layer signalization. These capacity requagsent to the DAMA controller (Gateway/NCC) whighi carry
out the resource allocation for each satellite beaffollowing the nextChliD priority levels policy:

RBDC [ChID 0] > (A) VBDC [ChID (j> RBDC [ChID 1] > (A) VBDC [ChID 1] > ...

Even if, generally, the RBDC (Rate-Based Dynamigd&gity) request is given more priority than VBDC
(Volume-Based Dynamic Capacity) request, the lat@n have a higher priority associatingCalD to the
correspondent request and thus, being attendedeb®jahe NCC.

Taking into account the different input traffioWs, the capacity requests a@thlDs logical assignation is
carried out as it follows:

e ChID 0, which has the highest priority, is assigned WA S traffic capacity request and it will be tlirstf
traffic flow considered by the IP classifier. A VBDrequest is assigned to this traffic flow as idequate
for sporadic traffic profiles with low rates. Howay the maximum level of priority is assigned tdsth
service by means @hlD 0in order to assure its reliability and availalyilit

» ChID 1is assigned to the AOC standard capacity requesthws also VDBC as airline operational traffic
has nearly the same characteristics as ATS trafesides, they share the same condition in terms of
availability and reliability.

« ChID 2is a reserved channel identifier and it is onlyigresd when a medical urgency (need for a
telemedicine station) or a hijacking situation @hder a High Quality video surveillance recording)
produced on any aircraft in the system. In thosesathis two NG AOC services need to be given more
priority than any APC service request coming fromy @lane in the coverage area in order to be able t
treat these emergency requests before servingttter demands. Thi€hID has the “reserved” status
because if there is no emergency situation withiyn aircraft of the fleet, it will not be assigneg any
terminal.

» ChID 3is assigned to capacity requests related to th&”"“NOC services in a normal situation. Thus, it is
assigned when no situation of emergency or dangertcumstances are perturbing the flight.
Consequently, almost all the flight duration, takemedicine station will be inactive. Hence, tGisID will
be almost exclusively dedicated to the Video sllargie system which will be operating in a low/medi
quality definition. When a medical urgency or aabKing situation is produced, one or both services
(depending on the scenario) capacity requestsheilassigned to the reserved identifier ChiD 2. &dbl
summarizes all possible scenarios addressed above.

AOC « NG » Scenario ChiD CR
Normal situation
i (5 cameras with standarg ChiD 3 RBDC
On-board Video )
) resolution)
Surveillance _
Hijacking On-board
system _ ChiD 2
(5 cameras in HD RBDC
) (reserved)
resolution)
o Normal situation ChiD 3 VBDC
Telemedicine
Station System ChiD 2
Medical urgency RBDC/VBDC
(reserve)
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e ChID 4, the lowest priority level, is assigned to the AP&pacity requests. A RBDC request will be
assigned to applications like video or VolP and \@Eequests will be associated to more sporadic
traffic profile like Web browsing, e-mail, ...

V. FAST architecture Performance

In this section, a FAST network architecture sirtiala model and the satellite terminal is preserdad an
assessment of the global performance is carriecbpuneans of OPNET modeler, a well-known discreteng
simulator used by researchers and developers telnand simulate telecommunication networks.

A. FAST network architecture simulation model

The network simulation model used in the perforneamssessment addressed in this section is illadtmatfigure 7.

As it can be observed, all three segments (aircspéice and ground) are represented in the mobelaiFcraft sub
network is conformed by traffic sources, the rogtsystem described in section IV and the DVB-RCSSFA
terminal. Within the ground segment, a Gatewayrnpaomposed by the NCC and the gateway itself)saveral

servers symbolizing the terrestrial networks (be®ig, Video surveillance controller...) are implenesht

=)

Arcraft Segment

Space Segment

& |

Pk
B/ E J Ground segrment

Figure7. FAST network architecture model

This study has been focused on the aircraft-graaamdmunication path and that is why there is onby riéturn
link characterized in detail. Note that only onemimal is described in the scenario. However, aogpier of
terminals sharing the same radio electric resotimea the analyzed terminal, can be taken into atgcouour
simulation by means of an exogenous traffic gepere cloud in figure 7)

The FAST applications presented in section Il hbgen modeled as a realistic traffic sources iriorol assess
the performance of the architecture proposed. Acgomodel provided by ENAC has been used in omenddel
ATS/AOC standard traffic which is characterizedebgporadic behavior and low intensity in chargefi Watwork
and APC traffic have been modeled by means of OPNEaries, defining traffic and application pr&d in order
to emulate realistic passenger usage (web browimgmail, VolP...). The Telemedicine station, lgeimithin the
Wifi network, is still in process by Telecom Bretegand aims to test TCP enhancements for itsdrifivs in a
transport layer level. Finally, the security vidagveillance system has been implemented by an 18A&g4 video
source model, based on Markov chain random prose3s$e transition matrixes have been obtained feoraal
mpeg 4 video tracé which has been the root in order to generatésstatly valid traces for our performance
study.
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The DVB-RCS terminal and the Gateway have been taddey ISAE after several years of expertise in BVB
RCS return link characterization and modeling.

B. FAST architecture performance

So far, in terms of terminal performance, the satioh work addressed here pretends to assessdbe-layer
signalization flows behavior between the MAC laged the adaptation layer as well as analyzing ltbeaion and
congestion of the terminal MAC queue system.

The curves illustrated in figure 8 present the capaequests of ATS/AOC standard and those froen\Wifi
output traffic (APC). These capacity requests aseld on VBDC demands computed from IP queues gasatture
of both traffic profiles is “bursty” and sporadigen if the requests have assigned a totally diffepeiority level.
Note that the volume handled by both traffic pesils relatively low, from the order of kbits.

[[+] Sat_DVB-FAST arch VideoS-DES-1: IP_server of DV /X [F]5aEDVBIFAST,

h_VideoS-DES-1: IP_server of DVI[X

12, cap_req_volumebit)

cap_reci_volume_hpbit

[ 0z 04 06 08 12
in n in value.(x10,000)

Figure 8. VBDC request of Internet traffic (top)
and ATS (bottom). CDF on the left.

A RBDC request is assigned to video surveillanedfit. In figure 9, the MP4 video traces flow (B#f is
represented overlapped with the rate estimatoremphted in order to send capacity demands to MA€rld-or
the moment, estimation is still not optimized andHer work is on-going to be able to follow theghrate changes
of the video traffic flow.
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Figure 9. Video Surveillance rate estimation and ral
trace representation (left). CDF (right)

Two traces are represented in figure 10. The onhi@mop represents TRF traffic bursts allocatidviclv is sent
by the gateway as an answer of the capacity resjsest by the terminal. The second curve showsthbkition of
the MAC queue in terms of number of packets stofedwe can observe, there are several congestimkspaainly
due to the video estimator which is incapable, ame periods, of following the rate progression émgs, an
insufficient capacity request is carried out prangkMAC's buffer overflow.
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Figure 10. TRF burst allocation
(top) and MAC queue size (bottom)

Observing the Video transmission behavior in teafndelay and jitter and without applying prioritgvels over
the different video flows, we notice a reasonahlality of service video transmission performancéhva delay a
little bit under 1 second and a jitter of approxietya 300ms.

[¥] Sat_DVB-FAST_arch_VideoS-DES-1: Video_earth_net of DVB_Network X

B Annotation: 192.0.0.3 > 192.0.0.1
IP.Endi=to=gnd Delay (sec)

W Annotation: 192.0.0.3 - 132.0.0.1
IP Encito-end Delay Variation (sec)

Figure 11. Video surveillance delay and jitter
performance

VI. Conclusion

The FAST project is scheduled to end in Decemb&02This paper has presented the system desigg|dhel
architecture and has discussed the protocol stadkmmances. It should be emphasized that the pexpsystem is
able to handle heterogeneous traffic flows witleleable QoS management. Hence, the offered seremesmprove
greatly the airline companies’ offer with securiglated equipments (cabin video surveillance aheirtedicine
station) and a performing Internet access for pagss. Important achievements will be obtained ey project
team in the next few months with a finalized antedemonstrator and a system emulation platform.clijective
is to validate technology choices and to providg@mers a complete performance assessment.
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