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ABSTRACT
GPS/IRS hybridization is a good candidate to

fulfill demanding civil aviation requirements. Whehe
integrity of the GPS measurements is ensured treyba
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used to calibrate inertial position and improve uaacy.
This can be done in a tightly coupled manner bynmaed

a Kalman filter. Calibrated IRS can ensure coastihige
maintaining good short term accuracy and helpsctiete
large GPS failures.

The hybridized system must also be able to detect
slowly growing errors on GPS measurements that may
affect inertial calibration. These errors may affene or
several GPS measurements.

Fault detection and exclusion capacity of
Receiver Autonomous Integrity Monitoring is limitéar
GPS, as it is designed for one satellite failurdy.on
Therefore other solutions have been proposed. Among
these are the extrapolation method and the solution
separation method that are also designed to deteet
satellite failure at a time.

The study reported in this paper presents first
results obtained with an extension of Mats Bremner’
separation algorithm for fault detection. That esfen
concerns detection and isolation of more than ailaré
during operations ranging from en-route to NPA hvilie
objective of satisfying the availability requirenten

The paper starts with a brief review of the
classical Solution Separation method for a singlelkte
failure detection and isolation. In this sectioa thodel of
the tightly coupled GPS/IRS system involved in
simulations is also presented. The third section is
dedicated to theoretical description of the ondufai
Solution separation fault detection and exclusion
algorithm.

The next section considers the behavior of the
algorithm when two simultaneous range failures octru
particular the impact of two faulty measurementsttoam
test metrics in the former fault detection and esidn
algorithm is examined. These simulation results used
to discuss the contribution of a two range failuegedtion
algorithm.

Afterwards, a two simultaneous range failure
detection and exclusion algorithm based on an sidan
of the nominal Solution Separation method is intced.
Definitions of performance parameters (Horizontal
Protection Level, Horizontal Exclusion Level, andssed
Detection Probability), when several pseudo ramgares
(ramp, bias, etc.) occur simultaneously, are dseds
Finally initial simulation results are presented.



I. INTRODUCTION

In GPS/IRS hybridization, GPS measurements
are used as observations of the integration process
which provides estimates of inertial errors. These
estimates are on one hand added to IRS outputto thee
navigation solution to the pilot (position, velggitEuler
angles). They are on the other hand used to caditbhe
inertial platform (nominal position, velocity anduler
angles, and inertial error sources compensatiohusT
when GPS data are unavailable, the calibrated I&5 c
ensure the navigation continuity.

However, several types of perturbations can
affect the signal processed by a GPS receiver huod t
lead to a corrupted inertial calibration. Since riiaé
navigation systems greatly depend on initial coods,
this may have a great incidence on solution naiigat
accuracy.

GPS perturbations are thermal noise, atmospheric
disturbances, multipath and interference. Interfeee
remains the most feared perturbation for civil &eia
users because it can affect several tracking charatea
time during a long period.

Efficient failure detection and isolation
algorithms have been designed ensuring high aviiijab
and integrity monitoring of GNSS navigation mealngt
they have been implemented assuming that there is a
unique satellite failure.

For this reason, there is a need to appreciate the
ability of fault detection and exclusion algorithnts
detect and isolate multiple range failures.

As a first step the following paper discusses the
use of Solution Separation theory to achieve twioika
detection and isolation.

II. SOLUTION SEPARATION METHOD

Fault detection and exclusion function of the
Solution Separation algorithm consists in maintagna
primary Kalman filter which incorporates the N
measurements of the whole system, as many Kalntan su
filters as the number of tracked satellites (i.e.sbb-
filters), and for each of these sub-filters a barfikN-1
sub-sub-filters using measurements of N-2 satsllite

Initially, the primary filter F,, provides an
estimate of IRS error in order to form the inertial
corrected position at the output of the whole syste

Sub-filters which each of these incorporate the
measurements from N-1 satellites are dedicated to
detection only. They are notég, ,n=1...N .

Sub-sub-filters are dedicated to exclusion. Each of these is
excluding the measurement excluded by its “parent” sub-
filter, and the measurement from a different satellite.
They are noted~,, with n=1...N,m=1...Nandn# m.
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Figure 1. Detection and exclusion filters hierarchy

Fault detection

Solution separation betwedf,, and eachF,, is

estimated: it is the difference in the horizontal/vertical
plane between the state vector estimatedFyyand the
state vector estimated By, .

Fault detection is performed by monitoring the separation
between the main-solution and each of sub-solutions and
comparing it to a computed detection threshold that
depends on the separation statistics and the false detection
probabilityP., which is deduced from false alarm rate.
When a failure occurs at least one solution separation will
exceed this threshold. This method also guarantees a
protection radius against any failure (even slow ramp) in
straight relationship with the threshold and the value of
the required missed detection probabifify .

Fault exclusion

Fault exclusion assumes that there is only one
satellite failure at a time.

When there is a detection, the separation between
each sub-sub-filter and its parent sub-filter is computed
and compared to an exclusion threshold that depends on
the expected separation statistics Bnd If for sub-

filter F,,, there exists one solution separation such that
one separation between it and sub-sub-fifgr exceeds
the threshold, it can’t be the faulty satellite. But if thex
only one sub-filterF,, for which all separations between
its solution and its sub-sub-filters=_ are under the

threshold, satelliten is the faulty satellite.

After exclusion succeeds, the sub-filter which has
not used measurement from the failed satellite becomes
the primary filter. Its sub-sub-filters are the new bahk o
detection filters.

All of the Kalman filters are running in the same
way.

II. GPS/IRS KALMAN HYBRIDIZING FILTERS
All measurements and simulations have been
made with Matlab.

This section presents the models we have implemented.

For any of the Kalman filters, the implemented system is
composed of three units: an inertial unit — Inertial



Reference System - (Inertial measurement Unit + AX =[p,dv,8p,dm,8f ,6b]"
Strapdown calculator), a GNSS receiver (GPS
measurements) and an integration process (Kalman filters)

. . where
that also performed FDE function. Figure 2.
p Attitude error vector- 3 states
| Attitude Pseudoran ov Inertial velocity error vector- 3 states
Inertial Unit Integration easuremerfs ; e .
B processor: GPS or Inert|a_l position error:
IRS Position P Receiver AL latitude error
. Kalman Filter dG longitude error
Velocity a Satellite oh altitude error
acceleratl position in
(n-frame) ECEF .
_ _ coordinate dw  Gyro drift — 3 states
Inertial error estimate I . ; 6f Acce|er0 biaS _ 3 StateS
v nertial correcte H
IRS positio o éb Receiver clock error vector- 2 states
ULt n—’GB_> positior
Figure 2. GPS/IRS architecture Many different inertial error models are availakle
literature. They are actually equivalent [5]. Inr @ystem
Inertial unit the inertial navigation error model applied is
It provides to the integration process Matlab- p=do+o" xp
generated inertial position, velocity and attitude angles o = 5f +( I )><6 roxal 1
and gyrometric and accelerometric measurements. V= O T O, JXOVEPXa, 1)

or =dv+aom] xor
The Inertial Measurement Unit generates realistic

gyro and accelero measurements Ifl0Hzrate from where

trajectory definition and attitude angles evolution of an

aircraft. am accelerometric measurement: inertial non-

Sensor noises and biases have also been modelled. gravitational acceleration of the mobile in the
IMU measurements are processed by Strapdown mobile frame

inertial navigation to provide inertial solutionl®0Hz: o"  rotation rate of the navigation frame relative to

mobile positions and velocities relative to the earth frame the inertial frame in the navigation frame

in the navigation frame, and the attitude angles of the o!  Earth rotation rate in the navigation frame

mobile body frame to the navigation frame. »" rotation rate of the navigation frame relative to

“ the Earth frame in the navigation frame
GPS Receiver

Using inertial data as nominal trajectory these
Pseudo range measurements (PRs) are generated non-linear equation are linearized and lead torttagrix

atlHz. Random noise is added on each satellite range  presentation of the dynamical evolution equationthef
measurement and is composed of a white-Gaussian noise |inearized Kalman filter [6]:

due to noise procesdy, ).

X=FIX+V (2)
GPY/IRS Kalman filtering
o N where

As shown in figure 2, the position output by the
whole system is the corrected inertial positione Tble of E is the state transition matrix
Kalman filters is to estimate inertial errors usi@PS
measurements in order to correct inertial outputs. v is the state noise vector. It is a zero-mean

o Gaussian  white  noise  vector, whose
Kalman filtering state model components are all independent

Let @ be the discrete form &F.

The dynamical evolution of the system is given . . .
Y Y 9 Let Qbe the state noise covariance matrix:

by inertial error model equations. The measuremecior
consists of the difference between two PRs to each
satellite (GPS PR and predicted PR computed wéttiad Q= El.V B/T] ©)
data).

Each componentdxof the Kalman filter state vector
stands for the difference between the true vaduand the
measuredX (or computed ) value.

The state vector is a 17 error state variable

Kalman filtering measurement model
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Each component of the measurement veetaat
filter input is the difference between two PRs faclke
satellite. One is the measured PR input from the GPS
receiver; the other is the predicted PR computedhen
basis of the satellite positions obtained from BES
receiver and the user location as calculated byRBe

The coefficients of the measurement matrix
H are direction cosines computed from the GPS
navigation equation linearization.
Let R be the measurement noise covariance matrix: all
measurement noises are independent.

The size of thez —vector and of th®& andH —matrices
depends on the number of tracked satellite.

Kalman filtersimplementation

Let ij be the subscript for the Kalman fil€r. The

maximum number of tracked satellitedNs= .10
There is one primary filter, N sub-filters, and N*Q)
sub-sub-filters that are running in parallel.
The estimated state vector for each are
primary filter: AX
sub-filter: A%, ,n=1,N
sub-sub-filterAX,, ,n=L,n;m=1N;m#n
The estimation error covariance matrix for each is
primary filter: P,
sub-filter: P,,,n=1N
sub-sub-filterP _,n=1,nm=1N;m#n
where

P, = Elox, Bx,"], 8x, =4%, - x

AXis the true error between estimated IRS and true
position: Ax = >2|Rs - X

Because GPS and IRS data are not available at
the same rate, the error model is updated (Hz and
Kalman filters measurements are updatéditat
So the Kalman corrections are available every sgcon

Next section details implementation of FDE
algorithm using Kalman filters parameters.

. FAULT DETECTION AND EXCLUSION
FUNCTION WITH KALMAN FILTERS

Fault detection function
At each estimation time the discriminator for the

n" sub-filter is based on Solution Separation vector
between the primary filter and th& sub-filter:

dX0n+ (k) = As\(ooJr (k) - A)’i0n+ (k)

“ox,,"(k)=ax, (<) n=1..N @
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whose statistics are described by the covarian¢exma

dp,," (k) = El(ax,." (k))clex,.” (k) ] ®)

with *(k)stands for a posteriori state vector estimate at
time k.

The statistic of the horizontal
vectorX ,, =dx,,"[7:8], is
L, =dp,"[7:87:8|.
Because separations on North and East axes are
correlated,L , is projected in an orthogonal plane so that,

separation
described by

L, = PP (6)

and X, =P." [X,, is a Gaussian vector whose covariance

matrix is the diagonal matrixA (eigenvalues matrix
ofL,,).

One of the two eigenvalues is dominating. L&t be the
variance (L(],l) or A(2,2)) of the dominating error in the
horizontal plane.

For each sub-filter the decision threshol®;, -

is set so that the test metrit, will exceed D,, with the
probabilityP., . Since all sub-filters have the same chance
of false alarm

—_— dP -1 PFD
D,, =VA® @ (mj @)

with
Q*(u) = erfc(u)

P., is the false detection probability [see Tablel].
and d,, =|X, (1) or [X,(2) (8)

depending on1® =A(11) or A* =A(22).
Indeed L , is degenerated, the test metrics norm value is
only expressed ifiX . (1) or|X . (2) .

The test for detecting one satellite failure is
- H, no detectiond,, <D,,
- H, detection:n D{l N} d

7 ~0n 2 DOn
[test 1]

Horizontal protection level HPL

By definition HPL is the error bound that
contains the primary filter error with a probalyiliof
1- Puo Whemo.w = DOn [2]



Since for each sub-filter
8%y, (k) = dx,," (k) +8x,, (k) n=1...N )
at detection (for the'hsubset)

HPLn = DOn + aOn (10)

where a, is an upper bound of the™nsub-filter
horizontal error Ax0n+[7:8] whose distribution is
described by =P, *[7:87:8§].

Let A" be the maximum eigenvalue bf

8, =VA™ (- p,,) (11)

Besides we have to consider the rare normal pedioce
that is to say the contribution of the primaryefiltHPL,

HPL, = VI m[%j 12

; P
where P, is the rare normal performance rate amhd®

the maximum eigenvalue cﬁw*[7 87 :8].
The horizontal protection level is

HPL = max{HPL ,,max(HPL, }},n=1N (13)

Fault exclusion function

Fault exclusion is accomplished in the same
manner than detection but one layer down in ther§l
hierarchy.

The discriminator of each of the sub-sub-filter tie
separation between each sub-sub-filter estimatetisnl
and its parent's sub-filter estimate solution ine th
horizontal plane. For thé"rsub-filter they are

(k)= 05, ()0, (1) »
=ox,, (k)-8x,, (k) m=1...N,m#n

whose statistics are described by the covarianciixna

dr, " (k).

Since the N sub-systems formed by thH sub-
filters are tested in an independent manner, foh esab-
sub-filter the decision threshold is set so thasgaing
that each filterF  has the same chance for a false alarm)

D,, =vA® BDl( Fro j (15)

2(N-1)

The test statistic associated iy, is
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d,, =|X,. @) or|[X,.(2) (16)

nm

Satelliter is excluded as the failed satellite if and
only if [test 2]
d, <D, forall m#r
and
d. 2D, forallr#n

Horizontal exclusion level HEL

HEL is the error bound that contains the primary
filter error with a probability ofL— p_. when the failure is

excluded.
“For a failed exclusion to occur, the solution ofecof the
sub-filters AX,,which does contain the failed satellite

must be separated from one of its sub-sub-filteolsition
AX,. by less than the thresholB  plus the sub-sub-

nm

filter position error” [2]
Let a  be the sub-sub-filter horizontal estimation error

bound and A™ be the maximum eigenvalue of
P [7:87:8]: a, =vA™ @*(1-p.).
For the nth sub-filteHEL  is given by

HEL, =maXD,, +a,},m=1N 17)

The horizontal exclusion level is
HEL = max{HEL, },n=1N (18)
as defined in [9]
V. TWO-FAILURE DETECTION AND
EXCLUSION WITH A ONE-FAILURE
ASSUMPTION FDE ALGORITHM — SIMULATION
RESULTS

Failuresimpact on test metrics of row 2

Let bbe the pseudo range bias vector when
measurements on channiednd j are affected by bias of

value b, and biasb, respectively
0 .. o}T

Since dx,, and éx,,, are statically dependent, let us form
the 34x1 error vector

b:{o .+~ 0 b 0 - 0 b
i j

ox” (k) = [6x0m+ (k)ax,,’ (k)]T

whose statistics are described & " (k)

on



One can show that the impacthof(at its first
time of apparition) on the test metrics which linksb-
filter F,, to sub-sub-filteF  , with m=1...N,m#n,is

& (k) = (k) (k)+ (k) o, (k) + T (k) (k)

{ I -K,, M, 0 }
> =
(K'..-K,.)H,, |-K'_MH,,

om
|—= KOm
KOm_KIn‘n

K .. is the Kalman gain of filtefr
K" is constructed fromK _so that it operates on the

full set of measurements by extending the 17x(N-1)
matrix K sub-solution matrix with a"hzeroed column.

SinceEl_d(* [ﬁ&(* T]: P2 (k),
with, R (k) = (k) R () o)) + k) R, (k)cfr () . when
the two S|multaneous range failures assumption aslem
we may theoretically expect that there is no slibrfi
F,. for which there is no test metricd  which won't

exceed its threshold.
In other words we may expect that there is no dtdy-f
F,,, for which two simultaneous range failures have no

impact at row 2 of Kalman filters.
For the following we denote this state as “simugiaus
impact” [figure 3].

Let assume that SAT1 and SAT2 are at channels 2 and

/J\ N /J\ /N

13 12 1421 23 24 31 32 3441 42 43

Figure 3. Test metrics vs decision threshold: siamdous
impact.

Yet simulations we have conducted have put the
stress on the “transition states” which may exist.
A reason for this is that under no-failure conditiall test
metrics involved at rows 1 and 2 in the Kalmaneft
hierarchy are lower than their respective decision
threshold [see figure 4]. The presence of the taitures
implied these test metrics to become progressilatyer
than their decision thresholds and this even fer ghb-
filters which exclude one of the two failures.
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4 satellites .- 00~ Mam filter

< -
-7 d< D ~< e
01 04 Sub-filters

7\ %I\

21 23 24 31 32 34

03  Sub-filter F,,

d Test metric

D Decision threshold

<, > Result of comparing d and D

? Unknown result of comparing d and D

row 1

row 2

Sub-sub-filters

Figure 4. Test metrics vs decision threshold: nloxfa
case.

Depending on the constellation and the range fslgize
value, due to noise process in GPS measuremems, th
impact of one of the two failures may be delayechsas
there is one of the sub-filters for which tests nnedt row

2 are all inferior to their decision threshold.

In that case if condition of [test 2] is fulfillethe satellite
tested by this sub-filter may be excluded from the
constellation [see figure 5].

It is similar to two successive one
assumptions.

For the following we denote this phenomenon asdyed
impact”.

range failure

_-00-~ Exclusion of
P _ -7 SN T~ SAT1 on

/<I\ /1\ /J\ /l\

12 13 1421 23 24 31 32 3441 42 43

Figure 5. Test metrics vs decision threshold: deday
impact.

Yet, there is a risk to exclude a wrong satelliiat we
may assume it is greatly reduced since in [teswg]
identify the faulty satellite for each of the sub®éich
contains a detection alarm.

Simulations background

Failures setting

Two ramp failures are added to the measurements
of the worst two case satellites; that is to say phir of
tracking satellites for which the two ramps willopguce
the greatest SLOPE: SLOPEmaxmax. The calculation of
SLOPEmaxmax is performed according [7].
Let SAT1 and SAT2 be the faulty satellites.

Civil aviation requirements

Appendix R to RTCA/DO 229C [3] clarifies FDE
requirements to GPS/IRS application for en-routeda-
precision approach. (Table 1)



Missed detection probability 0.001
False detection rate (SA off) 1/398r
Probability (p,) of exceeding HPL 10hr

Rare normal performance rate <1€ample
Failed exclusion probability 0.001
Continuity 1/3 10/hr

Table 1. FDE requirements.

These requirements are defined assuming that tisere
only one satellite failure at a time.

Simulation conditions
- GPS constellation: mask angle 5° (no change)
- GPS receiver: total measurement noise 12.5m
(10)
- Inertial error sources
These errors are added on
measurements at the IMU output

accelero and gyro

Gyrometer constant bias 0.01 °/hr
Gyrometer white noise 3.10° °/s/v/Hz
Accelerometer constant bias | 50 ug
Accelerometer white noise 6.4pg/ [Hz

Table 2. Good IRS error sources

- GPS/IRS hybridization is performed in an open-
loop manner.

FDE algorithm
- No. of independent tests/hr=4

- P, =1/310°/hr = 1/1210°° /test
- P, = 1/310° /test

- ramp errors (m/s) are added simultaneously at
time t, on satellites SAT1 and SAT2.
We are interesting in the Horizontal error.

Simulations results

Delayed failure impacts
In the case in which failures impact is delayed,
failures behave such as there were two successiveess.
The classical Solution Separation FDE algorithrabi to
detect and isolate them.
To illustrate this, the following simulation wasrfiemed:
- Table 3: simulation hypothesis
- Figure 6 and Table 4: simulation results on
position error

HORIZONTAL POSITION ERROR vs HPL/HEL

— HPL
i — HEL
30 fem e [ T Wi, S P —— HORIZONTAL ERROR

WETERS

i i i
] 100 200 400 500 500

300
TIME IN SECONDS

Figure 6: Horizontal position error vs HPL/HEL

Despite the success of isolating the two faultelits,
the impact of the faulty measurements is not négégn
the horizontal position solution.

After isolation of SAT1, the error size is of 5 mdais
getting growing due to a miss-initialization of IK&n
filters. Indeed, F,is initialized with F,,which is still

running with SAT2 faulty measurements. This coredpt
initialization is creating an additional error omstion
solution; this error is growing to 10m until isotat of
SAT2.

At time 373, the horizontal error size is reduce®.5m.
Despite no Monte-Carlo simulations have been coredi,ct
simulations have shown that the error size aftelai®n
greatly depends on the constellation. In fact Idogation
simulations - with  fixed-positioning trajectory
assumptions — have shown that the delay aftertisoléor
Kalman filter re-convergence depends on consteflati

Smultaneous failure impacts
In the more rare case in which failures impact is
simultaneous, the classical Solution Separation FDE
algorithm is no more able to isolate them. The fiosv of
Kalman filters is effectively detecting failuregjtithe test
at the second row can't find any sub-filter for aHiall
the tests metric between it and its parents sukfikats
are under their decision threshold.
This is a failed exclusion case that leads to a tru
alert [8].
To illustrate this, the following simulation wasrfigmed:
- Table 5: simulation hypothesis
- Figure 7 and Table 6: simulation results on
position error

Number of tracked satellites = §.800s

SAT1 channel: 3 error size: 0.7m/s

SAT2 channel: 9 error size: 1m/s

Number of tracked satellites = §.800s

SAT1 channel: 3 error size: 1m/s
SAT2 channel: 9 error size: 0.7m/s
Table 3: Simulation hypothesis: delayed failure actg
delay after ¢
detection isolation
SAT1 47 s 51s
SAT?2 69 s 74 s

Table 4: Time of detection and isolation
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Table 5: Simulation hypothesis: simultaneous failur
impacts

Delay after t0 | detection: 60s isolation: nong

Table 6: Time of detection



HORIZOMNTAL POSITION ERROR vs HPL/HEL

T
— HPL
Lol it GECCEECEE T — HEL
—— HORIZONTAL ERROR

WETERS
o
=}

400 s00 600
TIME IM SECONDS

Figure 7: Horizontal position error vs HPL/HEL

This impossibility to isolate the two failures mde
solved by adding one more Kalman filters layer:-sub-
sub-filters which each one is excluding measurement
from 3 satellites of the constellation [see fig8fe

V. PRINCIPLE OF ISOLATING TWO FAILURES
Principle

Isolation of two failures is performed by
estimating the solution separations between sukfikats
and sub-sub-sub-filtersx, , forming test metricsd,,
and comparing them with their correspondent degisio
threshold D .

In the nominal case, the entire tests results agative.

When there are two failures, there is no sub-fifer
which all the tests metric between it and its pes'esub-
sub-filters are under their decision threshold.,Bhere
exists only two sub-sub-filter&  and F_ for which all

separations between their solution and their sibssib-
filters solution are under the corresponding thokdh
Thus satellitesn and mare claimed as the faulty satellites.

Positign @ X arar Main filter: N GPS meas.

estimate

Sub-sub-sub-filters
o0 o
N-3 GPSmeas.

Figure 8. New Kalman filters hierarchy

Sub-filters :
N-2 GPSmeas.

Sub-sub-filterss (n¥n):
N-2 GPS meas.

Test data definition

Let Ax, be the state vector of sub-sub-sub-
filter F,,, separation betweeR  and F__ is given by
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dx,. (k)=4a%,,"(k)-a%,,, (k)

mnp

=ox,," (k) -8x,,."(k), (19)

mnp

p=1..N,mZn,pZmp#n

whose statistics are described by the covariancigixna
dr, (k).

mnp

For each sub-sub-sub-filter the decision threshold
is set so that (assuming that each filkgf, has the same

chance for a false alarm)

D,mp - l/ldpw ‘]?—1( PFD j (20)

2(N-2)

The next paragraph discuss with the us@gf.
The test statistic associated i, is

dpy =|X,. (@) or X, (2) (21)
Satellitesr and s are excluded as the failed
satellites if and only if [test3]
d. <D, foral mzr,m#s

and i #r,0j #s,[k/d,;, 2D,

ik
and
d,, <D, foral mzr,m#s

S

and0i#s0j#r,(k/d 2D, ,

VI. FAILURES DETECTION AND EXCLUSION
WITH A TWO-FAILURE ASSUMPTION FDE
ALGORITHM

Process principle

As for one-failure FDE algorithm, the new
algorithm discussed bellow is based on hypothesisng
H Normal case: no range fault

H, Abnormal case: one range failure

H,,n>1 Abnormal case: more than one range
failure

0

The following process is based on the experimental
assumption that when there are two simultaneougeran
failures; filter solution which is using the two ufty
measurements is far more affected by the failuhes t
filter solution which is wusing only one faulty
measurement. Thus the impact of the second faikire
such that the test metric between a one-failurerfdind a
two-failure filter is always exceeding the thregh@h the
same manner that, the test metric between a oheefai
filter and a zero-failure filter is always exceeglithe
threshold).

(i) Failures detection



Detection occurs at the first row, but there is no
decision taken whether there are one or two raaifgrés.
The hypothesis test is

H, no detectiond,, <D,,
H, H ,n>1 detection:DnD{l N} d >D,,

» Yon =

For the following points the assumption that detect
occurs is made.

(ii) One-failure H, identification and exclusion
The identification of H,assumption and

exclusion of the faulty satellite occurs at row IR.is
performed with the test described in section 3 oé-o
failure exclusion.
Satellite I' is excluded as the faulty satellite if and only if
d, <D, forall m#r
and
d. 2D, forallr#n

[see figure 4]

(iii) More than one failureH  identification
The identification of H_ assumption also occurs

at row 2
H . ,n>1 [0Onr#n/d, 2D,

In the two-failure assumption, this test is used as

identification ofH, .

(vi) Two failures exclusion
The exclusion of the two faulty satellites occurs
at row 3 according [test3].

Figure 9 is illustrating what we theoretically egpg/hen

there are two failures (poingi) and(iv)).
Let assume that SAT1 and SAT2 are at channels Z.and

/by /A ?\ / %\ 7o

12 13 1421 23 24 31 32 34 41 42 43
1fm 2fm 1fm 1fm 1fm Ofm 2fm 1fm 1fm 1fm Ofm 1f

AAAAAANLAAAAA

123124 ... .. 241243 241243

0fm  Kalman filter using no faulty measurement

1fm  Kalman filter using one faulty measurement

2fm  Kalman filter using two faulty measurements
Figure 9. Two failures theoretical impact on testtnia.

Discussion on the use of the FDE requirements

Setting the thresholds
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One-failure exclusion function

In [2], the author defines exclusion threshold as a
function of P, [see equation 14] since the detection
function has to be available after exclusion.
Indeed, after exclusion, the main filter and thb-8lters
are re-initialized with the safety sub-filter andbssub-
filters respectively. These last sub-sub-filtere ahen
dedicated to detection of a next failure.

Two-failure exclusion function

The same idea has been applied to set the
thresholds for the tests at the third layer of Kalrfiiers
[see equation 20]. After exclusion of the two fgult
satellites, the main filter and the sub-filters ame
initialized with the safety sub-sub-filter and ssilib-sub-
filters respectively.

Definitions of HPL

The HPL may be defined as a function of the
Integrity Risk requirement B,,, )

P[HE > HPL noalert] < P,

where HE is the horizontal error; anch6 alert” means
“without an alert during time to alert”.
(for phases of flight from en-route KPA,

P, =107 /hr and the time to alert i£0s ).
UsingH,,H,, H,, the former expression may be written

(HE > HPL noalert n HO)
P,OR(HE > HPL noalert n H,) <P,
OR(HE > HPL noalert n Hz)

which is similar to

p(HE > HPL noalert|H0) ®(H,)
+p(HE > HPL noalert|H1) B(H,)
+P(HE > HPL noalert|Hz)EE> H

2

As for the one-failure assumption the following adtion
is made

i, P(HE >HPL noalert|HO)is the rare normal
performance rate

ii. P(Hl)is the probability of having one GPS
satellite failure per hour per aircraft

ii. P(HE > HPL noalert|H1)is the missed detection

probability in the case when there is only one |bte
failure
iv. P(Hz)is the probability of having two GPS

range failures per hour per aircraft



V. PHE > HPLnoalert{H, )is  the  missed

detection probability in the case when there are tw
range failures

The difficulty is that we need to allocate valuesthiese
probabilities.
The acknowledgment of these may allow us to give a
definition of the globaHPL , which would determined by
the following ways

1. we calculateHPL value from (i)

2. we calculateHPL, value from (iii)
3. we calculateHPL, value from (v)

with
HPL, Is the value ofHPL for which in the fault
free case,
P(HE > HPL,) =P(HE > HPL noalert|H, )
HPL, Is the value of HPL for which in the one
range failure case,
P(HE > HPL, ) =P(HE > HPL noalert|H, )
HPL. Is the value of HPL for which in the two

range failures case,
P(HE > HPL, ) =P(HE > HPL noalert/H )

Since the globaHPL has to satisfy these three conditions,
in a first approach it would be defined as

HPL = max{HPL,, HPL,, HPL, )

HPL,,HPL,, HPL, can be analytically calculated
usingP,,’[7:8,7:8],P, '[7:8,7:8] and P, '[7:8,7:8]
[see section 3].

At the current time, no value is calculated fdPL, as
P(H Z) is not allocated and requires further discussion.

Definitions of HEL

In the one-failure assumption, by adding “the
requirement that detection must be possible after
exclusion has occurred [.HEL is given by the largest
HPL of the subsets o(N —1) satellites” [9] [see Chapter

3]. Let us denote HEL, .

In the case of multiple-failure assumption we
could also calculatelEL, .

HEL, would be given by the largestPL of the subsets
of (N—2)sate||ites under the condition that detection

must be possible after exclusion has occurred.
And HEL would be the maximum ¢4EL,, HEL,.

The definition of HEL, and so forth HEL is only
assumption, and requires further analysis.

Presented at ION GPS 2002, Portland 10

Simulation results

With similar assumptions than those taken at
chapter 1V, we get the following result with the pess
presented above

- Table 7: simulation hypothesis

- Figure 10 and Table 8: simulation results on

position error
The process succeeds in isolating the two faultgllgas
and after isolation the main Kalman filter is retiglized
with F, .

Number of tracked satellites = §,-800s

SAT1 channel: 3 error size: 0.7m/s
SAT2 channel: 9 error size: 1m/s
Table 7: Simulation hypothesis

Delay after ¢

Failures detection 60s

Identification of H, 70s

Exclusion 118s

Table 8: Times of detection and isolation

We can notice that the identification of the preseof
two failures occurs soon after the algorithm isedgéng
failures.

HORIZONTAL POSITION ERROR vs HPL/HEL
T T T T

35

;
— HPL
30 -] — HORIZOMTAL ERROR | --i---mmmomo-ioooeeooode

i) SECPEEOP [EEY STTTES I GRuElt EUCTOEEREPETY . EEPPS (CTY FEPRLEOPE E

] e e e

METERS

1 1 1
o 100 200 300 400 500 BO0
TIME IN SECONDS

Figure 10: Horizontal position error vs HPL/HEL

HPL and HEL which are presented on this figure are
HPL computed at the first row of filters hierarchy and
HEL calculated at the second row. They are standing fo
the one-failure FDE algorithm levels and are not
representative of the whole process. As mentiomed i
chapter VI, we have not clearly defined a global
HPL/HEL , which could be compared tBlAL in order

to appreciate the availability of the process.

Yet the horizontal error at the output of the systewery
bellow theHAL defined for the non-precision approach
phase of flight (556m), and thus it can’t involveaert.

VII. SUMMARY AND CONCLUSION

Despite the fact that the occurrence of multiple
simultaneous range failures is a roughly unlikelere
when failures are independent, it can become more
important in the case of jamming.



This paper presents a hypothesis test which is
being investigated at the ENAC in order to use the
GPS/IRS hybridization Solution Separation integrity
monitoring method under the assumption that two
simultaneous range failures can occur. The papss al
proposes the integration of this test with the entrone-
failure FDE algorithm to form three test levels.

Practically, the detection of failures occurs & th
first level.

In case of one failure, the exclusion of the faulty
satellite - as well the identification of the orshire
hypothesis — is performed at the second level.

In case of two failures, due to the fact that the
FDE process is based on hypothesis testing, the
simulations which were conducted have shown that th
failures may have simultaneous or delayed impacthen
test metrics. In the first case, the tests alloentdying
the two-failure hypothesis at the second level, edtwo
faulty measurements are excluded with the testthet
third level. In the second case, the tests atebersl level
allow identifying two successive failures and exlihg
them.
Thus the FDE function can be performed either byex o
failure assumption or by a two-failure assumption
algorithm.

The definitions of globaHPL and HEL are not
clearly laid down and doesn’t allow us to completel
appreciate the performance of the process.
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