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Abstract

Positioning in urban or indoor environment is a hot topic, either due to regulations steh BE&11
requiring US mobile telecommunication operators to be able to locate siiescribers in case of
emergency, or due to the market development, with the extension of location-based segetieg the
mass market concentrated in metropolitan areas. In deep urban or indoor areas, ially gecegnized
that satellite-based positioning systems are not suitable (alone) to peovdstinuous, reliablena
accurate position to the user. Therefore, alternative positioning technigues msgfildeo complement
or replace satellite positioning in these environments. This paper investigatassHilglity of using a
mobile TV system based on the DVB-SH standard as system of opportunity for positidrspgtem-
level modification is used in order to make emitter discrimination pessibthe synchronized emitter
network. Then, the signal processing steps required for pseudo-range estimatidetailesl. Tl
proposed method is simulated using realistic channel sounding measurements and provides a mea
positioning error around 40m.

Introduction

Positioning in urban or indoor environment is currently a hot topic, either degutations such as the
E911 requiring US mobile telecommunication operators to be able to locate theirlmrissericase of
emergency [1], or due to the market development, with the extension of lobated-services targeting
the mass market concentrated in metropolitan areas. In urban or indoor aregsnérasly recognized
that satellite-based positioning systems are not suitable (alone) to peowidetinuous, reliable and
accurate position to the user. Therefore, alternative positioning techniqudsmagful to complement
or replace satellite positioning in these environmeftisong others, the following systems are considered
as serious candidates:

e Inertial sensors (gyro, accelerometers), magnetometers, vision-based sensoitss type of
sensor is complementary to GNSS and can provide aiding in GNSS signal tracking and/or position
calculation. They can also increase positioning continuity in case of short GNSS signal outage.

o Dedicated radiolocation systemsThese systems are deployed in order to provide a positioning
service on a given coverage. Among the wide range of existing solutions, ther&HSSt
pseudolites, Ultra-Wideband (UWB) emitters, fixed RFID tags, etc. The main drawbdlais
type of solution is its higlost due to the deployment of extra infrastructure for a limited service
coverage.
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e Systems or signals of opportunity This type of solution consists in exploiting existing systems
or signals, which have not been initially deployed for positioning. These amaltypradio-
communication systems, such as mobile communication systems or broadcast systems.

This paper focuses on the last category: the systems of opportunity. A thorough ahahesedvantages
and challenges associated to systems of opportunity can be found in [2]. For the stakelwfiig this
domain, the major advantages and challenges are summarized here.

The main advantages of systems of opportunity are their high availabilityrbign uand indoor
environments, and the possibility to provide 2 services with only one systemméEhiss that the
provision of a positioning service using a system of opportunity can be aclaieved, low cost, by re-
using the existing infrastructure. Also, this can also lead to the integration @foming and
telecommunication services at different levels: for example, combined servicespositigning and
telecommunication or a receiver sharing sub-systems between both serviceswatiidhresult in a
reduced cost.

The main drawback fansng systems of opportunity for positioning is that their design is not opdni

for positioning. Design choices for telecommunication are different tbaipdsitioning. This can be
illustrated at the signal level (pseudo-random noise codes with short leagthlimited modulation, etc.)

or at the system level (only one emitter covering a given zone, no synchronizatioarbetwitters, etc.).
Therefore, positioning performances will be obtained through a "best effort" approach, making the most of
the existing systems with as little modifications so as not to degrade thet@é@mmunication service.
Another major drawback comes from the fact that systems of opportunity oftdarrestrial emitters.
Consequently, the transmission between those emitters and a receiver in an urban enwvdhbent
affected by intense multipath, local heavy signal fading and probably non-sightfpropagation. This

could be a problem if geometric positioning principles are used.

Several telecommunication systems have been already investigated as positioninggsigontunity.
Positioning has been standardized for the 3G mobile systems [3]. Beside the usestefl-&435,
positioning techniques based on the use of the serving emitter identity (Cell ID) and measuretimeats of t
difference of arrival (TDoA) of the data packets sent by several emitters raxvédeatified. The Cell ID
technique provides an accuracy which depends on the size of the emitterageoVt can vary between

150 m in cities and 30 km in rural areas [3]. The accuracy obtained by the ddépefAds on the emitters'
configuration and on the multipath environment. In urban scenarios, the 67% position error varies between
30m and 2000m depending on the multipath intensity scenario [4] [5].

Broadcasting systems have also been investigated. [6] uses timing measuremernttd dhd&gnals to
obtain a position estimate with a bias of about 25m and a standard deviation oh 20miridoor
environment in San Francisco. One common issue of using timing measurements in thesdssifsiéms
the emitters are not synchronized, thus creating a bias in the pseudo-range measureerefise,
reference stations have to be used in order to calculate the synchronizatiorbeiffgstn different
emitters. This offset is then used in the position calculation to correct dseobithe pseudo-range
measurements. This additional infrastructure may be too costly to makesothiton attractive to
telecommunication system operators. [7] assesses this additional cost to be up to brGaNEkfman
coverage.

Synchronized networks of emitters begin to appear in some standards, under the nante&gjungley
Network (SFN). Depending on the synchronization level of the emitteraayt remove the need of
reference stations. This feature is used for example in the Digital Audio dsia@AB) digital radio
standard. Trials with DAB signals have led to a mean position error of 150m [8].

From this overview of the state of the art of the domain of positioning using system of opportunity, we can
see that interesting solutions are emerging. Still, the limitations of thewedisolutions, either in terms

of positioning performances or required additional costs, may hamper theoadoipsuch solutions by
service providers or system operators. In this paper, we propose to use anothewsygiportunity

based on the mobile TV standard called "Digital Video Broadcaatellite to Handheld" (DVESH) that
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would provide good positioning performances with limited system modificationsfdreteniting the
additional costs and risks taken by a service operator.

The paper is structured as follows. First, the choice of the DVB-SH systhstissed, showing both the
advantages and the challenges associated with this choice. Secondly, the overall positaiemgwill

be presented. In the third part, the DVB-SH signal model will be presenttte fourth, the particular
propagation channel created by the urban environmenSiENawill be presented, along with a system-
level modification to allow emitter discrimination and identificatiom.the fifth part, the pseudo-range
estimation method will be described. In the sixth part, the overall pseudo-rainggtiest method will be
simulated using a realistic SFN Channel Impulse Response obtained from measurdmeestscle will
conclude on the reachable positioning performances with the presented method and prosidier way
improvements.

Choice of DVB-SH as system of opportunity for positioning

The DVB-SH is an European standard for broadcasting video content to mobile usereciegdies
below 3 GHz. DVB-SH uses both geostationary satellite and terrestriaéesniit metropolitan areas in
order to provide a continental coverage at lower deployment cost. The standasddiffesent sizes of
signal bandwidth, from 1.7 to 8 MHz, to accommodate the different regulatory environmemistened
all over the world. The standard is derived from the widely adopted DVBigital Video Broadcast -
Terrestrial) standard for fixed digital TV, and from the D¥BDigital Video Broadcast - Handheld)
standard for mobile digital TV.

Since 2008, two standard documents are available [9] [10], thus finalising alisaspsgstem definition,
and opening the way to the commercial development of receiver chips.

Indireet
Broadecast Path
(F1, F2, F3)
oM
Ka or Kv band

OFDM

S-band

—T T
Distribution

Network

Figure 1 - System architecture of a DVB-SH system [11]
Figure 1 illustrates the architecture of a DVB-SH system. The system comprises:
e A service platform, which performs content adaptation and aggregates TV programs and rich
multimedia services into IP service streams.

¢ A broadcast segmentwhich maps the IP service streams onto the satellite and terrestrial repeater
radio resources

o A dedicatedGEO satellite (e.g. W2A, 10°E, operated by Solaris Mobile Ltd, a joint venture
between Eutelsat and SES Astra) that amplifies and convert the satellite radi fsamafa/Ku
band to S-band. These signals are transmitted directly to the terminals and provide factogt-ef
continental coverage.
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A network of terrestrial repeaters, which receives service bundles from the broadcast segment
either via satellite backhaul or a terrestrial network and converts them -tsatadSor delivery to

the terminals in zones where the satellite coverage is degraded, such as metropaktahhe
terrestrial repeaters will also be able to broadcast additional local toontenpared to the
satellite stream.

User terminals, which can decode the DVB-SH signals, and which are also likely to be
compatible with 3G networks, thanks to the proximity between the frequency bands used by
DVB-SH (2.2 GHz) and 3G networks (1.8 and 2.1 GHz).

A typical system capacity is 9 Mbps (2.3 Mbps transferred by a satellite link ktgh§ transferred by
terrestrial links) [12] The 2.3 Mbps would have a large coverage (1 country or “language zone”) and
corresponds to 9 TV programs encoded at 256 kbps, which is adapted to typical handheld scaedn size
resolution.

At the signal level, the DVB-SH comprises two modes of transmission:

An Orthogonal Frequency Division Multiplexing (OFDM) mode based on DVB-T standard
with enhancements. This mode can be used on both the satellite and terrestrial paths; the two
signals are combined in the receiver to strengthen the reception in a SFN configuration.

A Time Division Multiplexing (TDM) mode partly derived from DVB-S2 standard, in order to
optimize transmission through satellite towards mobile terminals. This mode dsous¢he
satellite path only. The system supports code diversity recombination betwdlte Jad1 and
terrestrial OFDM modes so as to increase the robustness of the transnmss@vant areas
(mainly suburban).

The preferred mode of transmission is the first one, and this is the one tbasidered in this study. Its
main advantage is a much simpler terminal, where only one demodulator is usedite bmth the
satellite and terrestrial signals.

The choice of DVB-SH as System of Opportunity for positioning can be sunadaniz the following
reasons:

Synchronized network of emitters thanks to the use of SFN. This enables timing-based pseudo-
range measurements without the need of costly reference stations.

Coverage in urban centers and indoor targeting mass market audience (handheld and in-vehicle
terminals) thanks to a dense network of emitters composed of a geostationdite $ate
continent-wide rural or sub-urban areas, completed by terrestrial gap-fillers in urban areas.

Convergence with other telecommunication systems at the receiver design level thanks to the
carrier frequency around 2 GHz, close to other telecommunication bands (e.g. 3@t [2ahd

GHz, WiFi band at 2.45 GHz). Indeed, such "convergence receiver" could share the RF front-end
and/or some signal processing functions between both services.

Wideband signals. Signal bandwidth up to 8 MHz are foreseen, which should be beneficial for
positioning accuracy and multipath mitigation.

OFDM modulation is used as air interface. This modulation is used in many new or upcoming
telecommunication standards. There is a strong chance of reuse of this work in other OFDM-using
standards.

Overall positioning strategy

The positioning strategy presented in this paper uses the conventional tri-laterdtioguescsimilar to
GNSS systems. The pseudo-ranges between the receiver and different synchrolizeH &Yitters are
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estimated through signal processing techniques. Then, by knowing the emittersh pibsgipossible to
solve the positioning problem with a sufficient number of pseudo-ranges.

The overall positioning strategy is explained in Figure 2.

Multiple

Emitter

CIR multipath delay diserifitination & Pseudo-rgnge Position
estimation acquisition & identification calculation calculation
tracking

Figure 2 - Positioning strategy using a DVB-SH system

When using a DVBESH-based system, 2 major issues arise.

e The first one is a system-level issue: as the emitters are workBIENnit is difficult to identify
the transmitter of a given received signal. This issue requires a mudifiaaf the system
deployment described in the next section.

e The second issue is at the signal processing level. The pseudo-range measurement isdchalleng
by the urban propagation channel. Indeed, the environment between the emitters and the receiver
will create multipath and may block the line-of-sight signal. In order tgaté the effects of this
multipath channel, the receiver will aim at estimating the delay otedlived signal replicas in
the channel impulse response (CIR), and chose the earliest one for the pseudo-ralagiercalcu
for each emitter. Therefore, at any instant, the receiver may be trackingasieauisly several
delays. The different signal processing steps are the main focus of this argtlwill be
described later in this article.

OFDM Signal description
The DVB-SH standard is described extensively in the [9] and [10].

OFDM modulation principle

The OFDM modulation [13] consists in transmitting simultaneously sevetalsyanbols over several
orthogonal sub-carriers. The sub-carrier bandwidth is chosen to be infertwe thannel's coherence
bandwidth. Therefore, each sub-carrier is affected by a flat-fading distortion, whithbe easily
corrected using simple channel estimation techniques. A high data throughput can be obtasnegicby
large number of sub-carriers, typically several thousands. The digital impleimemtithis modulation is
achieved by the efficient FFT algorithm, allowing for a large number of sub-carriers.

Additionally, a guard interval is inserted between successive OFDM symbols intordeoid Inter-
Symbol Interference (ISI). This guard interval is used to transmit an exacarepthe end of the OFDM
symbol, called Cyclic Prefix (CP). The use of the CP allows for low timing syndation requirement,
since a shift in the FFT window start will only result in a phase shift df salo-carrier, easily corrected
during the channel equalization process. The length of the CP shall be choseo ke Esger than the
delay of the last expected multipath in order to avoid ISI.

In DVB-SH, the OFDM signal waveform is defined by 3 parameters:

o Nppr - the size of the FFT used for modulation and demodulatigg: can take the following
values {1024 , 2048 , 4096, 8192}.
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e (P - the size of the so-called Cyclic Prefix, which is used as guard interval thiatar-symbol
interferences due to the delay spread of the signal created by a multipatmmewt.CP can
take the following values {1/4 , 1/8 , 1/16 , 1/32}

e B - the bandwidth of the transmissidhcan take the following values {1.7 ,5, 6, 7, 8} MHz.
In this study, only one set of OFDM parameters is ulgg: = 2048, CP = 1/4 andB = 5MHz.

Overall signal illustration

In an OFDM transmission, symbols are transmitted in parallel yer sub-carriers. There are different
types of symbols:
e Null symbols, which are located on sub-carriers on the edge of the transmission spectrum and
have a zero value. They act as guard bands, used to limit the out-of-band emissio@afNhe
signal. Their number is determined by the FFT 8ize;

e Data symbols, which are modulated thanks to a Quadrature Amplitude Modulation (QAM), and
contain the data payload to be transmitted (the DTV signal). QPSK, 16-QAM and non-uniform
16-QAM mapping are supported by the DVB-SH standard,;

e Transmission Parameter Signaling(TPS) symbols, carrying information about transmission
parameters, e.g. channel coding and modulation;

e Pilot symbols, which are modulated by a BPSK pseudo-random sequence. Their amplitude is
boosted by a factor 4/3 compared to the data or TPS symbols. There are 2 kinotssgfribls:
continual pilots and scattered pilots, located as shown of Figure 3. Pilots are onsadlyor
synchronization and channel equalization.

Kpex = 1 704 1f 2K

K. =0 K. = 6816 if 8K
| |
®C00CC000C00e000000 0000000 e0C000000000e
0000000000000 e000 - 0000000000800 00C000e
#C000CE00000000C0008 = CO0C00000CO00eCCO00 8 sym .;.1 &7

| lelelelelslolole]l lslelelelslelolele
0000000000090 00000
.OO.C"OOOOCOOOO.“OU :

0000 )OCO0000Ce00 ®symbo] 0
P 0000000e00000000000® 5y L_
dislelelelelelololele]l Tolololelalelele] | sy‘m

2 Oe00000¢ J(J(JUuoou(‘mjoosymbol 3
00000000 8000000000 ~= 0000e00000000000e008
#000C0000CO0e000000 % 0000CO0e0C000000000e
e0C8CCO00000000e000 i 0O0CCO000Ce00000000e

TPS pilots and continual pilots between K and K., are not indicated

® jboosted pilot
O data

Figure 3 - Pilot location [9]

In the case of the DVB-SH signal investigated in this paper, the 2048 symboisd(@aer the same
number of sub-carriers) are divided between:

e K =1705 useful sub-carriers
o 45 continual pilot symbols

o 142 scattered pilot symbols (a number of scattered and continual pilots are on the same
sub-carrier, thus reducing this number to 131 distinct scattered pilots)

o 17 Transmission Parameter Signalling symbols, which carry information about the signal
parameters

o 1512 data symbols, modulated by Q&M
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e 343 null sub-carriers, which are used as guard bands on the edges of the transmission spectrum.

Model of the baseband OFDM transmission chain
For the rest of this study, OFDM signals are modeled according to the block diagram shown in Figure 4.

Modulator 3
Multipath
Cr| | serial E Parallel Add Sq channel |
— o IFFT . to — cp F———>
Parallel < Serial .
Demodulator
dk Parallel «— Serial REHEE }"q
«l ] to B EET to ] cp —| Sync <
Serial D Parallel

Figure 4 - Model of the baseband OFDM transmission chain

Expression of the demodulated signal model

It is not necessary to detail mathematically all the intermediary stepkeosignal emission and
transmission shown in Figure 4. Only the expression of the received, demodulateatsigeaiutput of
the transmission chain is of interest. The other previous steps will be briefly explained.

The first operation done by the receiver is the synchronization, bothnfimgtiand frequency. Timing
synchronization consists in placing the demodulator's FFT window at the corredtigally; towards the
end of the CP near the start of the useful part of the OFDM symbol. Frequenhyosyzation consists in
removing the residual carrier frequency offset which may subsist after carriaratemo

This synchronization step is usually done using the method detailed in [14in@thied consists in using

the correlation of 2 slices of the received signal separated by the durationusiethe OFDM symbol

length. This correlation should have a peak when the 2 slices are the CP and the end of the OFDM
symbol. This means that the receiver knows the location of the beginning of the §flddl. The van

de Beek algorithm provides a fine frequency synchronization and a coarse timingosizatfon.
Therefore, there is no residual carrier frequency offset, but a remainimg tiffset, which is assumed to

be small enough so as not to create ISI.

After this synchronization step and the FFT demodulation operation, the expression of ddeildtrd
symbols is:

- kAT
NFFT

j2 Eqg. 1

dl,k = el%o, Cl,k'Hl,k' e

where d; is the demodulated symbol on th¢h sub-carrier of théth OFDM symbol
i is the sent symbol on titeth sub-carrier of thé-th OFDM symbol
At is the remaining timing offset after the van de Beek synchronization
H, is the channel frequency response onktftie sub-carrier at the time of reception of thi
OFDM symbol
@, is a random initial phase

The demodulated symbol is affected by
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e a complex distortionH,, depending on the sub-carrier indéx which is created by the
propagation channel;

e a phase shift depending on a random tergn the sub-carrier indek and the residual timing
offsetAr.

Both these impairments can be corrected during the channel equalization step. ThiatEgquabnsists
in using pilot symbols in order to estimate the channel frequency response ahadgbeshift, and then
dividing the demodulated symbol by this estimate in order to obtain the initially sent symbol

SFN channel impulse response modeling and associated issues

SFN principle
In a DVB-SH system, the emitters may work in an SFN. An SFN is a network of emitters thatbtoadc
e the same signal
e on the same carrier frequency
e in a synchronized way.

Therefore, a receiver in an SFN will receive several delayed replicas shthe signal. As long as the
receiver is able to cope with those multipaths (through equalizationiqaeknfor example) this will
increase the power of the useful signal. If the multipaths are too intensxample the delays of the
replicas are outside the equalizer range of the receiver), those replicazat#l interferences. Therefore,
the SFN deployment shall take into account the receiver's equalizer's performaorckes to avoid self-
interferences within the system. [15] describes the requirements and benefits of the SFivdttash

Urban SFN issues for positioning

The SFN principle was proposed with the goal of optimizing the telecomniionisarvice. However, the
use of this network configuration raises 2 major issues for positioning:

o Delay overlap the signal replicas coming from different emitters may arrive simultaneously
making emitter discrimination or identification difficult. Thisas issue for positioning, since the
receiver has to know the emitter of origin of the signal it tracksder to be able to compute its
position.

o Near-Far Effect: the relative distance between the receiver and different emittergredtly
vary during the receiver's motion. This may create inter-emitter irgades, ie a close emitter
would mask the signals arriving from more remote emitters. This cansssue for positioning,
since the receiver aims at tracking the signals coming from several differ¢igrgneven remote
ones.

In addition to the particular emitter network configuration used in [BHB-systems, the urban
propagation channel also presents other issues for positioning. Among others extelesigebed in
[16], the particularities of the urban propagation channel are:

e The presence of multipaths which consists in delayed replicas of the emitted signal created

through interactions (reflections, diffraction, etc.) with the environmentdset the emitter and
the receiver. The consequences of this multipath propagation is fast and stroggoffathe

received signal power for close multipath, the reception of multiplecespbf the signal for large
multipath, and large average power decay vs distance (aka pathloss) created bgrdalie ov
environment.
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e Masking / blocking of the lineof-sight (LOS) signal by obstacles. This means that other
multipath may be received with a stronger power.

Both these phenomena are challenging for a positioning system since the receiver asimg at
measurement of the time of arrival of the LOS signal in order to estimatisthrce to one emitter. If a
multipath is used instead of the LOS signal, the pseudo-range will be afigcteiias, thus degrading
the final user position.

Also, aside from pure propagation-related issues, some system-related issue mayfeatsohef
positioning technique:

e Synchronization of the SFN the synchronization between the emitters may not be perfect, thus
resulting in errors on each pseudo-range. However, it can be safely assumed thatithstete-
of-the art emitter synchronization achievable with a GPS receiver is ofdae @r50 ns delay
jitter - resulting in a 15m error jitter on the pseudo-range - and tlsapénformance will go on
being improved in the future. In this study, it was assumed that a perfect synativonizas
achieved.

¢ Number of visible emitters in order to be able to compute a 2D position using a tri-lateration
technique, a minimum of 3 emitters is required. The network deployment of $¥/Bystems is
done in order to provide a minimum of one visible emitter for the secaeerage. However, the
visibility criteria for telecommunication system planning is based on theaRigNoise Ratio
being above the data demodulation threshold. This demodulation threshold is much higher than
the tracking threshold required in order to obtain a pseudo-range hydhesed technique.
Therefore, it has been demonstrated that a sufficient number of emittersevalVailable to
compute a position in such network deployment [18].

Proposition of SFN modification for positioning

One solution proposed by the authors in [17] is to introduce artificial delay etlweeemission of
different emitters, in order to avoid the delay overlap. This may also $wueear-far effect issue, since
once the signal replicas arrive with different delays, they will less interfénesach other.

The introduction of artificial delay will not degrade the telecommurdnasiervice, as long as the signal
replicas arrive within the equalization range of the receiver, which is also calle® fbe OFDM signals,
as used in the DVB-SH standard. A detailed study of the compatibility between tBeSB\signal
parameters and this system modification can be found in [18].

The introduction of artificial delay is already planned in the DVB-SH standard,der ¢o facilitate
network deployment. Therefore, this proposition shall have only a minor ingacthe system
deployment.

Illustration of SFN CIR time series

In order to account for all the propagation channel specificities creatée lnylian environment and the
SFEN configuration, results from a channel sounding measurement campaign have beerthesécnhe
of the S-DMB project (a DVB-SH pre-standardization project), CNES hdizegaa measurement
campaign in urban and sub-urban environments that was used to estimate the prophgatiel during
the experiment [19]. The measurements used in this section were made in Auch, F28h860(
inhabitants) with 2 terrestrial emitters and one helicopter (simulating ateatglinulating a SFN, and a
moving van carrying a channel sounder. The transmission was done with afagtiency at 2.2 GHz in
order to characterize the DVB-SH conditions. The path followed by the van dheéngeasurement is
shown in Figure 5 and its speed varied between 0 and 40 km/h.
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5*.';..;;-@ ; % A
Receiver track

Figure 5 - Path followed by the receiver. The 2 terrestrial emitters are located at the crosses.

The measurements consist in the pathloss and the delay of 6 taps for the terrdtteial @md only the
pathloss of a single tap for the satellite emitter. Along withpibsition and the speed of the van, these
parameters are used in order to generate the SFN CIR time series used in the simulation.

Figure 6 shows the power of the received signal replicas from the different graltieg the path. An
EIRP of 53.2 dBm was used for the terrestrial emitters, as used in a typical DVB-SH link budgeégresent
in [12], while the satellite EIRP is 101.3 dB (also according to [12]), and free lgsads added, with the
satellite position assumed at a longitude of 10°E on the geostationary orbit.

Figure 6 was plotted using a running average over 4 seconds, thus filtering theif@stlfathe actual

measurement without filtering, deep fading of several tens of dB occurs on reyptica with fast

variations, according to the speed of the receiver. The remaining variatiomear® the distance
variation between the receiver and the emitters, and also to the changing shadowingnsoridié Near-
Far Effect is clearly illustrated with power difference up to 40 dB between the difeamétters.
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Figure 6 - Time series of the power of the signal replicas coming from the SFN averaged over 4 seconds

Figure 7 shows the delay of the received signal replicas after the introductioifigiladelay: a 6 pus
delay was introduced for emitter #1 and a 12 ps delay was introduced far é#RitiThis artificial delay
introduction solves the delay overlap issue. Multipaths whose power is below -fi?Bai® been put in
thin lines, so that we observe only the most significant multipaths and the fading affecting them.

x10° After .SFN modification

Multipath delay (s)
o o - -
o = N R @

i I i i
0 200 400 600 800 1000
Time (s)

Figure 7 - Multipath delay in the SFN after artificial delay introduction

Pseudo-range estimation technique from an OFDM signal

CIR estimation by correlation

CIR estimation is done by correlating the received signal with a local replibe ekpected signal. This
local replica is composed of the pilot symbols on the pilot sub-carriers ansymiibls elsewhere. The
correlation process is illustrated by the following block diagram.
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cP || 1o~ i Pilot .| Data symbols
addition insertion setto 0
Local replica
(zero-padded pilots) CIR estimate

Correlator |——

Received signal
(distorted by channel)

Figure 8 - Correlation operation done to estimate the CIR

The received signal expression is described in Eq. 1. The local replica is comptsedazttered pilots
only, meaning that all other sub-carriers are set to a null vaheecdrrelation output general expression
is:

R(A) = Ni D duqpig(@0) Eq. 2
p qEP
where [ corresponds to the time of reception of ke OFDM symbol;

q corresponds to the sub-carrier index;
d;q is the expression of the received signal after Van de Beek synchronization &nd FF
demodulation. See Eq. 1,
p1q IS the expression of the local replica, containing scattered pilot only symppts.c; , if
q € P andp, ; = 0 otherwise;
P is the sub-carrier index set. In the DVB-SH standard, there is oneadgit®t every 12 sub-
carrier, as shown in Figure 3;
N, is the number of scattered pilots in one OFDM symbol;
At is the delay offset between the local signal replica and the received signal.

After a few manipulations, the correlation output expression becomes [20]

, Nup—1 _ B
R;(At) = ;—p. Z a;n (AL). Sm(zg' (tn + A7~ AD)) ) Eq. 3
P S0 sin (N_p (1, + AT — AY)) )

where ag is the variance of the pilot symbols;
Nyp is the number of received signal replicas;
a;, is the amplitude of tha-th multipath present at the time of reception of #te OFDM
symbol;
T7;» IS the delay normalised by the sample durafigg,,, of then-th multipath present at the time
of reception of thé-th OFDM symbol;

jr(tpn+AT—At)
————=—=(2.Ng+P.(Np—1 . . .
apn(At) = ajq.e NpFT ( o+P(Ny )) is a complex factor accounting for the multipath

complex amplitude and a phase term depending on many parameters;

N, corresponds to the index of the first non-null sub-carrier. This value depends on the OFDM
symbol indexX and on the FFT sizgpr;

P is the scattered pilot period. It is equal to 12 in the DVB-SH standard;

B = ;ﬂ = 0.832. Itis a constant in the DVB-SH standard.
FFT
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The correlation expression indicates that the shape of the correlation peak aproximated bg sinc

function for small delays (Figure 9). The amplitude of the peak corresponds to thedbamgtditude of
the sent symbolsi§ = 4/3).

Put in other words, the correlation operation provides an estimation of thecdwluted by the
correlation peak shape function. Its amplitude can therefore be used as an estimator of the CIR

14
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Figure 9 - Correlation amplitude for a single-tap channel.

The correlation operation is applied to a DVB-SH signal filtered by the SFNreédgurement previously

presented. The result is shown in Figure 10. The delay evolution can be observed on the xwhjéane
the color corresponds to the amplitude of the correlation output ("hot" caoespond to high value of

the correlation amplitude).
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Figure 10 - Correlation output amplitude of a DVB-SH filtered by the measured SFN CIR

The goal of the overall pseudo-range estimation process is to detect and trackkthénpba CIR

estimate created by each emitter. Figure 10 shows that even if the delay ®grapds been solved by

the introduction of artificial delays between the 3 emitters, thereestdits an influence of one emitter on
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another due to the presence of sidelobes in the correlation peak function. Thiscefis problematic,
notably due to the Near-Far Effetnt this figure, emitter #1 is received with much higher power than the
other emitters. The sidelobes of the correlation peaks corresponding tr éthiire even drowning the
correlation peak of the other emitters, making their detection or tracking difficulenri@ypossible.

In order to mitigate this issue, the use of windowing technipyg®posed.

Use of windowed correlation

The use of a windowing technigue in the correlation is done by weighing the local replicanapoaivwg
function. In this case, Eg. 2 becomes:

) 1
R;/VlndOW(At) = N_ Z Ciq- pl*,q (At) -Wwindow(q) Ea.4
p qeEP

where wy,indow(q) is the window function.
Two windows have been considered:

e TheHamming window, with the following expression:

2nq
Wiam (@) = 0.53836 — 0.46164 cos (K 1)

e TheBlackman-Harris window, with the following expression:

)= (7=5)
1 0.01168 cos K_1

2mq 4m
wgy(q) = 0.35875 — 0.48829 cos (K 1) + 0.14128 cos (K

where K is the number of non-null subcarriers.
The case without window corresponds teeetangular window, wherew(q) = 1.

Figure 11 shows the correlation peak shape for the different windows. Compared to the case without
window, the Blackman-Harris window strongly attenuates the sidelobes, betuim,rits main lobe is
larger and lower. The Hamming window stays in-between.
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Figure 11 - Correlation peak comparison with windowing techniques

Figure 12 and Figure 13 shows the resulting CIR estimation of the DVB-SH 8iggrat by the studied
SFN CIR measurement using a windowed correlation. The sidelobes are much lower. betbétha
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Hamming window (Figure 12), the satellite emitter may still be affectethéysidelobes coming from
emitter #1. In the case of the Blackman-Harris window (Fid@fethe sidelobes are no longer visible.

However, the reduction of the sidelobes is done at the expense of the main lobe sharpnesse, Therefor
multipath delay extraction using the windowed correlation is expected to ymMeraaccuracy due to the
main lobe widening.
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Figure 12 - Correlation output amplitude of a DVB-SH signal filtered by the measured SFN CIR using a
Hamming window
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Figure 13 - Correlation output amplitude of a DVB-SH signal filtered by the measured SFN CIR using a
Blackman-Harris window
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Multipath delay acquisition by Matching Pursuit

The correlation function over a wide range of delay provides an estimate of thasGiBen in the
previous section.

The Matching pursuit algorithm [21] can be used to extract the multipathsdetaly the CIR estimate.
This algorithm is well suited to estimate a CIR with sparse mulgpdthis is the case in SFN signals,
where the signal replicas may be received with significant relative delays.

The goal is to find the family,, ¢;, andr; forl € [1.. Nyp] that minimizes:

Npp 2

K
YR =D mererfae - Eq.5
k=1 =1
where K is the length of the CIR estimate vector
Ny p is the number of considered multipaths
h(k) is the CIR estimate
f (k) is the pulse model of the estimated multipath

Eqg. 5 can be rewritten using matrix notation:
A A A . s 2
Py $1, Ty = arg_min ||h - PB” Fa.6
PLPLTL

where h = [Ay, h,, ..., hg] is the vector of the CIR estimates
P =[P, P,, ..., Py, | is a KxL matrix containing the pulse samples for each considered multipath
P,=[f(1—1),f2—1),..,f(K—1)]" is the pulse model for theth delay

i . . T . .
B = [p1e791,p 67?2, ..., py,,,€’?VMP]  is the vector of the complex amplitude of the taps

The principle is to find iteratively the columns Bfthat best match the CIR estimates (the column index
corresponds to the delay of the taps). After each iteration, the CIR vectordstedrby removing the
pulse of the previously estimated path and a new delay is estimated. More details can be found in [22]

The Matching Pursuit algorithm is able to provide estimates of the delays wiutlipaths present in a
CIR for the expected SNR conditions. However, it has 2 inherent drawbacks:

¢ the algorithm is very cumbersome: it requires a correlation output over adaggeof delays and
each iteration step requires a large matrix calculation.

o the delay estimates do not use the potentially useful information about thpathullelays
estimated at previous instants. This latter drawback is also a strength, sittigeeitrit to obtain
delay estimates even when no previous information is available.

For these 2 reasons, the Matching Pursuit algorithm is well adapted for aadglagition phase.
Multipath delay estimation can then be followed by a delay tracking phasepddsa the next section.
Note that other methods such as SAGE [23] or ESPRIT [24] could also be used for this acquisiéion phas

Multipath delay tracking by Delay-Lock Loop

The Matching Pursuit algorithm provides a set of delay estimates, whidieaased to initiate a tracking
phase using multiple Delay-Lock Loop (DLL), one DLL for each delay estimated duringdhgsigion
phase. The DLL will be used to obtain a fine delay estimate, with a muchréis@ution than the one
obtained previously.

Discriminator's output expression
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The studied DLL [25] uses 3 correlators calculating the correlation function de@edifinstants<{4/2,
0, +6/2) and combines them into a particular discriminator, to obtain the updated value ofape del
estimation. The parametéris called the correlator spacing and is normalized by the sample duration.

Assuming a single-tap channel and using Eg. 3, with an assumption on a small delay ofts=t bet
current estimated delay and the true multipath delay, the correlators' outputs can be writtewsas fol

1) )
Rfarly(e) 2 R, (At - E) = 0. ay.sinc (nﬁ. (e - E)) Eq.7
late 5 2 , )
R;*¢(e) 2 R; (At + E) = 0. a;.sinc | mp. (e + E) Eq. 8
Rlpmmpt(e) £ R;(At) = of. ay. sinc(mPe) Eq. 9

where € £ At — (1; + A7) is the offset between tegh multipath delay and the true multipath delay. We
will call € the estimation error.

The discriminator used in the proposed DLL is an early minus late pdiseiminator that can be
expressed as follows:

R ()| — |RIe (o)

Knorm . |Rlprompt(£) |2

prorm(g) = Eq. 10

S5 .
1—-.m.f. &)- 8) . .
Pl Sm(ji ;3 cos(who) is a normalization factor [Serant, 2010].
VA B -E

where K, prm £

The discriminator's outputs are then fed to a tracking loop, whose parameters are taken from [26].

Discriminator's output variance

Under thermal noise only hypothesis (no multipath), the variance of the esdtideddy can be expressed
theoretically [20]:

) K, K,
Var(At) = ZBlTsymb S]V_R<1 + SNR) Eq. 11

whereB; is the DLL equivalent noise loop bandwidth
Tsymp is the symbol duration and corresponds to the time interval between 2 delay estimates

SNR = a?/0? is defined as the ratio between the signal pawesind the noise varianeg

2
9 (1—sinc(1r,8’5))sinc(%’6)
Kl = - >
4 Np-Kiorm
K, _ 9 1ltsinc(np's)

32 Npsinc(%’s)
B' = B/Kuiain"

window s a factor used to account for the window's main lobe widening. For the Hamming
window, K4 = 1.5 and for the Blackman-Harris windaéf?,,, = 2.1

Figure 14 shows the standard deviation of the estimated delay error at the outmuDal, with the
different windowing techniques. It considers tracking conditions in a single-tap chauweeé the only
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impairment is thermal noise. A second order loop is used, with the noise equivafebandwidth set at
10 Hz.

The DLL theoretical tracking performances are very good. For the DVB-SH sigrainetersNgrr =

2048, CP = 1/4 andB = 5 MHz, the sample duration is 175 ns, corresponding to 52.5 m. Therefore, a
sub-meter standard deviation is obtained for SNR above -10 dB. In a typical D\&8byment, the
expected minimum SNR is likely to be around 0 dB, and often well above.

Also, as expected, the use of strong sidelobe-attenuating window slightly detp@@esuracy, but the
degradation should be negligible compared to other sources of errors such as Nkd§ taclose
multipath.
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Figure 14 - Tracking loop error standard deviation vs SNR

Multipath error enveloppe

Finally, the multipath error envelope for windowed DLL is shown in Figure 15 for the 3 ecedid
windows. The multipath error envelope is often used in order to assess the DLLlvisgnsithultipath.

This plot consists of the collection of the discriminator's outputs $imgle multipath channel that has an
amplitude half of the direct signal aadielay that takes different values. To have the extreme values of
the error, the multipatts considered in phase and in phase opposition with the direct signal. Thissanalysi
is done without noise.

As expected, the windowed DLLs are more affected by close multipath, due to thewlatheof the
correlation main lobe.

Also, windowed DLLs are no longer affected by far multipath, due to the removal of sidelobes.

With a sample length of 52.5 m, the error due to close multipath may reac%iontin the conditions of
this figure (2 multipath with relative amplitude equal to 2).
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Figure 15 - Multipath error envelope for windowed DLL

Multipath delay clustering for emitter discrimination

All multipaths associated to one emitter should be in the same delay range. For examplef tne
significant multipaths measured in the presented SFN CIR time series @&itiin 2 ps. There may be
very particular cases creating larger multipath delays, such as far $eglolistacles (skyscrapers,
surrounding mountains) but they will not be considered in this study.

It is therefore possible to cluster the different estimated delays in ordecide if they are associated to
the same emitter. To do this, classic clustering algorithms have been used. They hanleseented
from conventional techniques found in [27].

At the input of the emitter discrimination proceNg,,,, estimated delay are available, noted

{11,12 ) ""TNdelay}
A hierarchical cluster treeis created from these values, following these steps:

1. Pairwise euclidian distances are calculated between each mean delay value:
d(Ty, T) = [Ty — Tl
2. A cluster is formed by the two elements having the minimum distance between them. The 2
grouped elements (say elemeptandq) are replaced by a new one associated to the mean delay

1
of the 2 grouped elementS,ew clement = 5(tp +19)
3. Steps 1 and 2 are repeated until all elements are clustered.

The final clusters are then formed by choosing a threshold on the distancatisgparbranches.
Obviously, this threshold should be above the maximum delay of signal replicas coming $iogie
emitter, ie delays below this value will be part of the same clustesecAnd constraint on the choice of
the clustering threshold is that its value should be below the minimum delay exb&mtween signal
replicas from 2 different emitters. This second constraint will tbezedepend on the introduced artificial
delay between emitters.

Once this threshold is decided, the clusters are determined when 2 branches are sepadittdniog a
above this threshold.
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Simulation results using real SFN CIR measurements

Simulation of the pseudo-range estimation technique

The pseudo-range estimation strategy consists in acquiring and trackingliel ghe delay of all the
significant received signal replicas. The shortest delay of a speci$itecis then selected to compute the
pseudorange associated with the corresponding emitter. This is done in order t@ ittredsances of
tracking the LOS replica, which may be received with lower power than a later replica.

In order to improve the chance of acquiring (or re-acquiring) the desireddgl&r delay acquisition by
Matching Pursuit is launched periodically. The time between 2 acquisitions has beenadgnget to

14.3s, as it has been observed as a good compromise between computational load and LOS successful
acquisition.

Finally, in order to keep the number of running DLLs low, some DLL exclusion schemes haveebee
up. Without going into further implementation details, the DLL exclusion presease set up in the
following conditions:

e if 2 DLL are tracking the same delay;

o if 1 DLL is diverging (due to the disappearing of a signal replica for example);

e if the signal replica power is too low.
The proposed delay estimation and delay clustering techniqueshban applied to a DVB-SH signal

filtered by the presented SFN CIR measurement. 3 simulations were done, usirffgtbet dvindowing
techniques. The common parameters are collected in Table 1.

Nepr 2048
cp 1/4
B 5 MHz
Emitter EIRP 53.2 dBm [12]
Noise floor level -102.6 dBm [10]
SNR Between 9.2 and 49.2 dB
B, 10 Hz
T; Tsymp = 448 IS
Time between 2 acquisition phases Tyco = 14.336s
Acquisition threshold -120 dBm
Tracking threshold -140 dBm
Clustering threshold 2.5us
Maximum number of DLL launched after each acquisiti| 15

Table 1 - Simulation parameters

For each simulation, the plot of the error between the estimated delayhaflester and the delay of the
true first path of each emittés shown (Figure 17, Figure 18, Figure 19). Additionally, the plot of the
estimated delays provided by each DLLs (after clustering) is shown only for theitaset windowing
(Figurel6).

Besides, statistics on the availability of the pseudo-range and on the meamérioe standard deviation
of the error for each emitter will be collected in tables. Two valuéiseoiean and the standard deviation
of the error are calculated: the first one is computed over the whole time 3égesecond one is the
median of the local mean and standard deviation of the error, computed oveofslicestime series
lasting 14,3 s. This second value permits to have an idea of the performance reached for 50#neof the t
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Rectangular window

Availability Mean error (m) Error standard deviation (m)
(%) overall median overall median
Emitter #1 100 -185.2 0.04 288.9 2.6
Emitter #2 100 -9.7 0.98 144.3 115
Emitter #3 (sat) 67.1 11.2 0.02 62.8 1.98

Table 2 - Simulation results for the rectangular window
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Figure 16 - Estimated multipath delay coming from all the operating DLLs after clustering (colored) for the
rectangular window simulation. The gray lines represent the true delays.
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Figure 17 - Pseudo-range error time series for each emitter for the rectangular window simulation
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Hamming window

Availability Mean error (m) Error standard deviation (m)
(%) overall median overall median
Emitter #1 100 -150.2 -0.06 219.1 25
Emitter #2 100 26.7 0.41 61.9 3.9
Emitter #3 (sat) 88.6 29.7 0.02 169.0 1.3

Table 3 - Simulation results for the Hamming window
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Figure 18 - Pseudo-range error time series for each emitter for the Hamming window simulation

Blackman-Harris window

Availability Mean error (m) Error standard deviation (m)
(%) overall median overall median
Emitter #1 98.6 35.0 8.3 80.5 32.4
Emitter #2 92.9 62.0 70.4 79.7 51.1
Emitter #3 (sat) 100 0.003 0.000 0.9 0.7

Table 4 - Simulation results for the Blackman-Harris window
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Pseudo-range error {m)
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Figure 19 - Pseudo-range error time series for each emitter for the Blackman-Harris window simulation

Conclusion on the pseudo-range estimation performances

The errors on the pseudo-range estimation of each emitter are mainly affected by 3 phenomena:

An unavailability of the pseudo-range due to the Near-Far effect, which gretdttsathe
pseudo-range estimation to the satellite emitter for the rectangular wifddhdsvunavailability
period is reduced by using a Hamming window and completely solved with the Blackman-Harr
window, thanks to the reduction of the sidelobes created by emitter #1 (tha eodethus
strongest emitter) in the CIR estimate.

A large negative error for the terrestrial emitters due to the trackimgrdf strong sidelobes
present in the CIR estimate. This affects both terrestrial emitters inetit@ngular window
simulation, while only the strongest emitter is affected in the Hammwindow simulation. The
Blackman-Harris window simulation is not affected by this phenomenon, again thattks to
strong attenuation of the sidelobe permitted by this window.

Numerous leaps of the pseudo-range errors for the Blackman-Harris window simutiai to

the presence of significant close multipath coming from the same emittedeldye estimation
process goes from one multipath to the other depending on the fading condition ofligoatm

This phenomenon is also favored because of the main lobe widening induced by the use of the
Blackman-Harris window.

The best pseudo-range estimation performasaabtained when using a windowing technique. Good
results are obtained for median values, which corresponds to the performances r@aébétl éf the
time. For example, the Hamming window simulation shows that all pseudesraing estimated with a
near Om bias and a standard deviation below 4 m for at least 50% ahé&hdHowever, early sidelobe
tracking or close multipath tracking are creating local pseudo-range errors of severadl hmetirs.

The use of strong sidelobe-attenuating window is beneficial in order to makkeldy estimation from
low-power emitter possible. However, the main lobe widening induced by such wmdkes it quite
sensitive to close significant multipath from the same emitter, whitlamslated in numerous error leaps
of several hundred meters. One way to improve this situation would be to switch b2tweedowing
techniques, depending on the tracking conditions.
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Also, the impact of the DLL noise equivalent loop bandwidth was not studied. In thasatsns, a
bandwidth of 10 Hz was chosen in order to let the DLL follow the delay varidpmeducing this
bandwidth, the receiver may be able to stay on the same multipath delay affected bgifastaing
enough to avoid being attracted by another signal replica.

Results in the position domain

In the previous simulation, the pseudo-range error was computed as the diffeteresntibe selected
delay estimate and the first multipath present in the measurement. Therb&oraon:-line-of-sight
(NLOS) conditions have not been taken into account: ie if a pseudo-range errqriigr@ans that the
first multipath delay is perfectly estimated, but not that this firstipath delay corresponds to the line-
of-sight (LOS) signal.

The impact of the NLOS conditions can be indirectly observed by computing théngepalsition from
the estimated pseudo-ranges and comparing it to a GPS position recorded during the mEeasurem
campaign.

Also, the user position may be affected by the geometric configuration of thieereand emitters
location, through the well-known Dilution of Precision (DoP) factors [28]thim simulation, only 3
emitters are present, and they are also aligned, which will imply a high BloB,\and therefore a
degraded user position.

The position calculation was done using a conventional non-linear least squarthrald@s]. The
estimated pseudo-ranges were associated to each emitter manually, but the iontroflactificial delay

should provide a means to automate this. Only the 2D position was computed, the clock offset between the
receiver and the emitters being simulated and assumed constantly null-valued. The igosd#imnated

for every transmitted OFDM symbol (with a rate of 2250 Hz), but the shown pdsitsomoothed using

running average over 1s.

Figure 20 shows the position computed from a perfect estimation of the delay oftthaufifgath from
each emitter. The norm of the position error is shown in Figure 21. Whilgaite obtained with the
DVB-SH measurements are approximately following the GPS trace, there is a pesiiowhich can
reach up to 126, with a mean absolute error of 2418 The error is induced by potential measurement
errors at the channel sounding device level and also due to NLOS conditions. HohisvBi/B-SH
trace should be considered as the best reachable performances with this SFN CIR measurement set.
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Figure 20 - Estimated and reference trace using Figure 21 - Position error norm using perfectly
perfectly estimated pseudo-range measurements estimated pseudo-ranges measurements
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Figure 22 shows the same results with the pseudo-range estimated with the presented metind and
the Blackman-Harris window. Compared to the reference DVB-SH trace, some aigndidditional
errors can be observed notably toward the end of the trace. They correspond to Wwistaatater
multipath delays are tracked instead of the first present multipath. Thenareerror reaches 700 m and
the mean absolute error is 93.8 m on the overall time series. By calcutegingean on the first 800s of
the error time series, we would obtain a mean absolute error of 63.7 m.

|mean absolute error = 93.8m|
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Figure 22 - Position error norm using estimated pseudo-ranges measurements using a Blackman-Harris
window

Figure 23 shows the same results with the best estimated pseudo-ranges amengra#ipsimulations.
Pseudo-range estimates from emitter #1 and #3 are taken from the Blackmianafifaiow simulation,
while pseudo-range estimates from emitter #2 are taken from the Hamming siidolation, which is
much less affected by later multipath tracking. The maximum error reaches &0 the mean absolute
error is 76.8m. By calculating the mean on the first 800s of the error time seriespuwie obtain a mean
absolute error of 41.9 m, which is quite interesting when looking at the low numdmitters considered
and the very adverse location of these emitters.

700
|mean absolute error = 76.8m

[s2]

o]

o
I

L4)]

o]

o
I

400}

300+

200¢

100y

Smoothed position error norm (m)

0 200 400 600 800 1000
Time (s)

Figure 23 - Position error norm using best combined estimated pseudo-ranges measurements

Simulation Mean position error for | Mean position error
the overall time series for the first 800s
Ideal pseudo-range estimates 24.3 m 22.5m
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Blackman-Harris pseudo-range 93.8 m 63.7m
Comblned Blackman-Harris / 76.8'm 419 m
Hamming pseudo-ranges

Table 5 - Positioning performances obtained by the proposed method

Conclusion and perspectives

Positioning using a DVB-SH systems presents some advantages: the high expected renaiveovsig

should provide a good positioning service coverage in metropolitan centers or even indoor, and the emitter
network is synchronized thus permitting to use time of arrival timing measurerieernpseudo-range
measurements. Some challenges associated with the choice of DVB-SH is the caofigdiie emitter
network in SFN making emitter discrimination and identification challenging. Also, the urban
propagation environment may greatly degrade the pseudo-range estimation, by thaskiD§ signal or

due to the huge signal power variations. Also, Near-Far effect, ie the jammiagateremitters by one

closer emitter, appears due to the use of a terrestrial network of emitter.

In this paper, we briefly recalled a system-level modification to permitter discrimination and
identification. This modification consists in introducing different aréfiaielay at the emission of the
signal by the emitters, so no signal replicas from different emitters arrive aathe delay all over the
service coverage. This modification will not impact the telecommunicatiorceessi long as the correct
signal parameters are chosen.

Then, signal processing techniques are presented to extract pseudo-ranges froeivie DaB-SH
signal. DVB-SH uses the particular OFDM modulation to fight againstpatit The proposed technique
uses the pilot symbols already present in the DVB-SH signal to obtain as@iifRate. This CIR estimate
may benefit from windowing techniques in order to attenuate the sidelss=npin the correlation peak
shape, and also to mitigate the Near-Far effect. Then, Matching Pursuit algaritisedi to initialize
several DLLs, which are launched in parallel. After clustering the delemate to group them by emitter
of origin, the earliest delay is used to compute a pseudo-range. In order to itioeectsence of tracking
the earliest multipath coming from each emitter, the Matching Pursuit algorithm éstesigieriodically.

This method has been tested using SFN CIR measurement taken from a real chanimg saommign
done in a urban environment. The use of windowed correlation greatly imphavasdilability and the
accuracy of the pseudanges estimates. However, the pseudo-range estimates are affected by important
leaps due to the tracking of later multipaths. The error in the position doraainhtained thanks to the
use of a conventional non-linear least square algorithm, which showed a mean pgsérooi around
40m using the best pseudo-range estimation methods. Doing the same simulaticndavgér signal
bandwidth may bring increased performances, both in signal tracking accuracy and in ssbagaiest
multipaths. Indeed, the simulations presented here uses a signal bandwidth of 5 MglihevbVB-SH
standards provisions bandwidth up to 8 MHz. Also, the test configuration wasrfaoptimal since a
realistic deployment of DVB-SH emitters should allow to view a signifigaiatiger number of emitter
[18].

It is important to realize that this work showed the feasibility @itmming using DVB-SH signals only.
Obviously, this work would clearly benefit from additional measurement campasgnghat the
parameters used in the proposed methods can be tuned to different types of urban enyiaointent
assess the positioning performances in presence of more emitters. On the sigrsdingrdesel,
techniques for choosing the right window to be applied depending on the multipatjuatidn would
greatly improve the pseudo-range estimation. Looking at the pseudorange es;at pk#ms feasible to
detect the large leaps of the estimated delay during the tracking phase, whiclbecdhtl basis for
mitigating this most important source of positioning error. Also, anotheri@olitt be more resistant to
these pseudorange jumps would be to use a DLL noise bandwidth significantly garalled 1 Hz).
Finally, this method would greatly benefit from more complex position solb&@algniques, which could
implement multipath rejection/mitigation techniques, reliability tests, and iogupith GPS or inertial
measurements.
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As a conclusion, these first results, combined with the ideas for further enhanagniewB-SH
positioning, provide a positive view on the opportunity to use DVB-SH as a sfmurtwloor and deep
urban positioning.
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