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Aircraft Trajectory Management and Control 

with Spatial Reference  

H. Bouadi, A.C. Brandão Ramos, T. Miquel and F. Mora-Camino 

 
Abstract— The purpose of this communication is to investigate 

the interest of using a spatial reference for performing first 

aircraft trajectory generation and then trajectory tracking 

while overfly or arrival time constraints are imposed. The 

adoption of a space reference leads us to rewrite the aircraft 

flight dynamics. Then an aircraft trajectory optimization   

problem, including time constraints, is formulated and 

discussed. Then a new nonlinear control structure for 

trajectory tracking based on spatial reference is developed and 

simulation results are displayed.  

 
Index Terms— Trajectory optimization, trajectory tracking, 

guidance dynamics, nonlinear control, space reference. 

 

I. INTRODUCTION 

orld air transportation traffic has known a sustained 

increase over the last decades leading to airspace near 

saturation in large areas of developed and emerging 

countries. For example, today up to 27,000 flights cross 

European airspace every day while the number of 

passengers is expected to double by 2020. Then safety and 

environmental considerations urge today for the 

development of new guidance systems with improved 

accuracy for spatial and temporal trajectory tracking. 

Available infrastructure of current ATM (Air Traffic 

Management) will no longer be able to stand this growing 

demand unless breakthrough improvements are made. In the 

future air traffic management environment defined by 

SESAR (Single European Sky ATM Research) and 

NextGen (Next Generation Air Transportation System) 

projects, two main objectives are targeted, strategic data link 

services for sharing of information and negotiation of 

planning constraints between ATC (Air Traffic Control) and  
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the aircraft in order to ensure planning consistency and the 

use of the 4D aircraft trajectory information in the flight 

management system for ATC operations [1], [2]. This means 

that in addition to following the trajectory cleared by ATC, 

aircraft will progress in four dimensions, sharing accurate 

airborne predictions with the ground systems, and being able 

to meet time constraints at specific waypoints with high 

precision when the traffic density requires it. This will allow 

better separation and sequencing of traffic flows while green 

climb/descent trajectories will be feasible in terminal areas. 

In this communication we introduce a spatial reference to 

ease the way of these necessary development in air traffic 

control and management by providing new capabilities for 

aircraft by coping more efficiently with overfly and arrival 

time constraints. The trajectory optimization problem 

corresponding to reference trajectory generation at the level 

of flight management (FMS-Flight Management System), as 

well as 2D+T trajectory tracking at the level of flight 

guidance (AGS-Auto Guidance System) are considered.   

II. KINEMATICS ALONG A HORIZONTAL TRACK  

 

Let the speed of an aircraft be given first in the Earth frame 

(E)  and then in the body frame (B): 
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where VV
  ,  is the flight path angle and   is the 

heading angle,  is the angle of attack and  is the side slip 

angle [3].  

Let ),,( M be the rotation matrix leading from the body 

frame to the local Earth frame where    is the pitch angle 

and  is the bank angle. This matrix is given by: 






















ccccssss

sssscccssssc

sscscsccsscc

M ),,(
 

W 

(1) 

(2)



 

where   sin,cos  sc , and so on. Then we have: 
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and we can write: 

 )(arcsin  scccscsccs   

Observe that when 0  
and 0 , we get the classical 

formula    .  

Here we suppose that during a portion of its flight, the 

orthogonal projection of the aircraft position over a local 

horizontal plane follows a horizontal track, given by the 

coordinates of its points according to a curvilinear abscissa: 

 

fsssysx 0)(),(  

where s=0 and s=sf correspond respectively to the initial and 

the final points of the horizontal track. Let sd


 be an 

elementary portion of the horizontal track starting at point 

(x(s),y(s)), we have: 

   )',( dydxsd   and 222 )/(1 dxdydxdydxsd   

where )/arctan( dxdy  is the heading of the tangent to the 

horizontal track at point (x(s),y(s)). Here we will assume that 

the considered portion of the horizontal track is such as the 

variation of dx and the variation ds of the curvilinear 

abscissa have the same sign. Then 2)(1 tgdxds  where 

ds (ds >0) is the distance travelled along the track during a 

time period dt. Then at the limit ( ), we get 0dt
2)(1 tgxs   where )/arctan( xy  is the heading of the 

tangent to the horizontal track at point (x,y). When 

considering the evolution of the aircraft over this horizontal 

track we can write:
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III. AIRCRAFT FLIGHT GUIDANCE DYNAMICS 

 

Here we introduce the flight guidance dynamics of a 

transportation aircraft. These equations are extracted from 

global flight dynamics by deleting the fast rotational 

dynamics composed of the Euler equations relating attitude 

angles rates and the components of rotational speed 

(p,q,r)  and the moment equations providing rotational speed 

rates ( ).  The main entries for the guidance dynamics 

are the path angle , the bank angle  and the thrust T. The 

flight guidance dynamics are first introduced with respect to 

time as the independent parameter, then they are rewritten 

once the curvilinear abscissa is taken as the independent 

parameter. 
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A. Classical Aircraft Flight Guidance Dynamics 

Let x(t), y(t), z(t) represent the coordinates of the center of 

gravity of an aircraft at time t. Let V(t) be the modulus of the 

speed of the aircraft at time t, let  be the path angle and let 

 be the heading angle. Then the rate of change with respect 

to time of the aircraft position coordinates in a local Earth 

frame is given by: 

(4) 

 coscosVx    sincosVy  sinVz   (8.1) 

The longitudinal acceleration equation can be approximated 

by: 
(5) 
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where  and  are respectively the engine 

thrust and the drag force. Here m is the mass of the aircraft 

and writing Q the fuel flow (kg/s), then: 
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The heading rate is given by:  
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The path angle rate is given by: 
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The engine dynamics are approximated by a first order 

system with a time constant  and where T is the developed 

thrust while Tc is the thrust setting by the auto-throttle 

computer: 

                                       /)( TTT c  (8.6) (7) 

B. Space Referenced Aircraft Flight Dynamics 

Here we adopt the following notation: 
(9) 
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where u is any physical variable depending of the 

curvilinear abscissa s. Then taking into account relation (7), 

we can write the aircraft flight dynamics with respect to 

space as: 

                       cosx        
 (10.1) 
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The longitudinal acceleration equation is now given by:
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The mass equation is given now by: 
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The heading angle is such as: 
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 The dynamics of the bank angle  being neglected for the 

other inputs to the guidance dynamics we have now: 
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Now overfly time obeys to the equation: 
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Here the evolution of x(s) and y(s) are given as well as the 

heading angle  by the reference horizontal track. Equation 

8.4 provides the necessary value of the bank angle  at 

position s when the aircraft flying at level z with speed V 

presents a path angle  and a heading rate   . A nonlinear 

state representation taking ( ) as state vector and  
and T as inputs can be considered for control. However, the 

overfly time t(s) of position s is in fact an output variable 

since there is no interacts with other state variables. 

tmVz ,,,

 

IV. 2D+T TRAJECTORY OPTIMIZATION 

 

Adopting the spatial referenced representation of aircraft 

guidance dynamics it is possible to formulate more easily 

vertical trajectory optimization problems involving explicit 

time constraints. For example, if the problem is to find an 

energy optimal vertical trajectory along a given horizontal 

track towards a landing point with different overfly time 

constraints and a final time constraint, this problem can be 

written as: 
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with overfly time conditions: 
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 with the guidance state equations: 
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with the lower and upper bound constraints: 
(10.4) 
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with initial conditions at s = s0: 
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and final conditions at s = sf: 
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The altitude bound constraints limit the feasible vertical   

space. They are such that at initial position (s =s0): 
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and at final position (s = sf): 
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Speed bound constraints are such as at s = s0: 

 

)0()0( max0min VVV                   (14.3) 

and at s = sf 
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Here  and Q  are the minimum and maximum 

allowed fuel flow rates.  

minQ
max

A solution of this problem using optimality conditions from 

optimal control theory (Minimum Principle) appears 

improbable considering that this optimal control problem is 

over constrained. However, since the initial state is totally 

specified, it appears that Direct Dynamic Programming 

applied to a spatial discretization of this problem can 



 

provide straightforwardly a numerical solution [4], [5]. The 

optimal trajectory can then be summarized by: 

 

],[)(),( 0

**

fssssVsz                    (15) 

V. VERTICAL  FLIGHT  CONTROL WITH SPATIAL REFERENCE  

 

In this section we consider the design of a control law to 

follow accurately a spatial referenced optimal trajectory 

solution of the optimal problem considered at the previous 

section with for example only a final time condition. We 

study the case of an approaching aircraft for landing and 

consider that the final conditions correspond to the flare 

initialization maneuver. 

A. Aircraft Pitch Dynamics 

The motion of an approach/descent transportation aircraft 

along a landing trajectory are here referenced with respect to 

a RRF(Runway Reference Frame) where its origin is located 

at the runway entrance as shown in Figure 1.  

 

 

Fig.1 Vertical Flight parameters and forces 

 

Here we consider that the horizontal track to be 

followed towards the runway is a straight line, so we 

have: cst  ,0 . For this control problem, the pitch 

dynamics as well as the thrust dynamics (equation 10.6) are 

to be considered. Then, introducing the ground speed cosVVG  , the pitch dynamics are given by: 
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GVq /1 

where   is the inertia moment according to the aircraft 

lateral axis and 
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M is the pitch moment: 
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where e  represents the elevator deflection,  is the volume 

mass and 
eq mmmm CCCCc  ,,,,

0

are aerodynamic parameters 

characteristic of pitch dynamics. 

B. Vertical Trajectory control 

Here the considered control objectives are: 

 To follow accurately a space-referenced vertical 

profile )(* xz  in accordance with economic and 

environmental constraints, 

 To respect a desired time table  xt*  for its progress 

towards the runway in accordance with air traffic 

management considerations. 

This second objective can be replaced by following the 

corresponding speed profile   . ],[)( 0

*

fxxxxV 
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 

 
where the rather complex expressions of components   , 

 , B and zA B e detailed in [6]. Then, Non 

Linear Inverse control techniques [7], [8] and [9], can be 

applied since outputs z and V present relatives degrees 3 and 

2 with respect to control q and Tc . This induces the absence 

of internal dynamics while since in general flight conditions 

the control matrix given by: 
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is invertible, it is possible to invert the nonlinear flight 

dynamics to get online the corresponding inputs. Introducing 

the altitude and speed tracking errors as: 

      xzxzxz
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As shown in [6], we can now compute control laws which 

impose to this tracking errors linear decoupled dynamics 

such as: 
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where the corresponding characteristic polynomials are 

chosen to be asymptotically stable with adequate transients 

and response times. 

So we get: 
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with: 
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Observe here that while the spatial derivatives of 

desired outputs  and  can be directly computed, 

the successive spatial derivatives of actual outputs 

 xz*  xV *

 xz  and 

 xV  can be computed by spatial derivation of the 

corresponding state equations. 

VI. SIMULATION STUDY 

 

The proposed spatial control approach is illustrated using the 

Research Civil Aircraft Model (RCAM) which has the 

characteristics of a wide body transportation aircraft [10] 

with a maximum allowable landing mass of about 125 tons 

with a nominal landing speed of 68m/s.  

 
 

Fig. 2   Trajectory Tracking Performance by Space Control 

 

 
Fig  3   Speed Tracking Performance by Space Control  

 

 
Fig 4 Angle of Attack (-) and Flight Path Angle  Evolutions 

 

 

 
    Fig. 5 Control Inputs Evolution with Space Control 

 

   From the above simulation results it appears that the 

proposed approach is feasible and provide accurate 

trajectory tracking performance. 

VII. CONCLUSION 

 

In this communication we have considered the use of a 

spatial reference to provide new capabilities for aircraft 

operating within a more and more dense traffic. One of the 

objectives has been to cope more efficiently with overfly 

and arrival time constraints. The trajectory optimization 

problem corresponding to reference trajectory generation at 

the level of flight management, as well as time constrained 

vertical trajectory tracking at the level of flight guidance 

have been considered.  A new formulation for the trajectory 

optimization problem, including explicit time constraints, 

has been proposed. Then a new longitudinal guidance 

scheme for transportation aircraft has been proposed. The 

main objective here has been to improve the tracking 

accuracy performance of the guidance along the optimal 

trajectory generated within the spatial reference frame. This 

has led to the development of a new representation of 

longitudinal flight dynamics where the independent variable 

is ground distance to a reference point. The nonlinear 

inverse control technique has been applied in this context so 



 

that tracking errors follow independent and asymptotically 

stable spatial dynamics around the desired trajectories. It 

appears that the proposed approach results in good 

performances as well as in an enhanced track predictability.  

To get applicability this new approach still should 

overcome important challenges related mainly with 

navigation and online wind estimation performances. Then 

an improved integration of on board flight path optimization 

functions including the consideration of neighbouring traffic 

and the guidance function, will become possible.  
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